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This volume contains 26 papers covering a wide range of flothat centrifugal forces cause stratification — large void fraction in the
problems, analysis and simulation methods and measurement tdoher part of the bend. Their predictions of pressure drop agree with
nigues. Significant fraction of these papers deal with flows in conmeasured data. Fluerenbrock derives a theory and equations for a one
plex geometries. Maier et al., in two papers, focus on the parametdisiensional, three-phase flow to determine pressure gradients, chok-
influencing the flow at the inlet to an internal combustion enginéng and sonic velocity of a steam-water-solids mixture in a pipe.
They measure the discharge coefficient and examine the occurrembese mixtures are formed while processing ore slurries at elevated
of separation, reattachment, and heat transfer in the boundary laggnmperatures and pressures. He concludes that quasi choking may
on the valve seat using liquid crystal. The flow seems to be highbccur when the flow changes from sub-cooled to flashing conditions.
sensitive to small geometric changes. Consequently, in the secdfidcous, laminar, gravitationally driven thin film flows at moderate
paper they systematically examine the effects of fillet radius, cofeynolds numbers are modeled by Ruschak and Weinstein. They
and seat angles. The latter two have significant effects on the vablow that including a boundary layer in the model has little effect on
performance. Radomsky and Thole report on 3-D velocity measutée thickness profile and that the results are similar to profiles ob-
ments and computations of the flow in a turbine vane passage. Thained using finite-element solutions of the Navier-Stokes Equations.
show that substantial changes to the turbulent kinetic energy oc¢dmwever, the success of the model depends on the flow geometry.
along the passage, and that these changes depend on the initial Eurally, a paper by Friedman and Katz examines the rise height of
bulence levels. Their RANS simulations are performed using diffenegatively buoyant fountains and penetration depth of negatively
ent stress models with significant variations in results. Guillaume abdoyant jets impinging on interfaces. Using data from a wide range
LaRue measure the pressure and velocity spectra in the wakesob$ystems, including air jets impacting on liquids as well as miscible
multiple plates aligned normal to the flow. The wakes vary betweemd immiscible liquid-liquid systems, they show that the penetration
stable modes, flopping and quasi-stable behavior, depending on depth is only a function of the Richardson number scaled with the jet
ratio of plate spacing to plate thickness. A pair of papers by Huitengareading factor. For turbulent jets, the Reynolds and Webber num-
and Mitra focus on improvements to the startup behavior of fluiders do not affect the penetration depth.
coupling through modifications to runner geometry. Numerical simu- Cavitation and explosions are being investigated in several papers.
lations are used as guidance for determining the requiréhan et al. study the interaction between explosion bubbles and
modifications. structures(a disk and a sphereThey show that the shape of the

Several papers deal with the flow around a single or multiple cy$tructure affects the pressure loading, jetting and collapse phenom-
inders. Tutar and Holdose Large Eddy SimulationdES) with a ena, whereas the impact of gravitation depends on the jet direction.
near-wall model to study transitional flows around oscillating cylinBunnel and Heister use 3-D steady viscous simulations of the flow in
ders, and compare the results to experimental data. Lu and Tueaplain-orifice pressure atomizer fed by a manifold with a cross-flow.
examine the flow forced, deformable oscillating cylinder, combiningheir geometry replicates conditions In liquid rocket and diesel en-
structural equations and Navier Stokes equations. Their results shgiwe injectors. Both cavitating and non-cavitating conditions are con-
reasonable agreement with experimental data. For cases with cougieléred. They show that cavitation affects the discharge coefficient,
torsional and transverse oscillation their results indicate that lockimhibits vorticity transport and limits the injection to a sector of the
depends on the relative phase between them. Lee introduces a simgifice. Linear stability analysis of cavitation in flat-plate cascades is
larity system to represent two circular cylinders that can be truncatpdrformed by Horiguchi, et al. They conclude that in a steady flow
for numerical simulations. A criterion for the number of singularitieganalysis, alternate blade cavitation occurs in impellers with even
is obtained and emphasis is put on how to deal with discrete vortemmber of blades. For 2 and 4 bladed impellers, there are no addi-
model for the boundary layer. Finally, Cheng and Liao study the flotional destabilizing modes to those found in previous analysis assum-
of rarefied gas over a rectangular square cylinder. The main focusrig inter-blade phase differences. Shi et al. perform observations on
on the transition between continuous fldglew Kn) and molecular the formation and collapse of “super cavitation.” This phenomenon
flow (high Kn). The analysis involves use of a Monte-Carlo methodccurs during water entry of a projectile that is shot from a rifle at
for predicting density, velocity, temperature, pressure, skin-frictioB42 m/s(!). They examine the cavity closure near the surface, sub-
and heat transfer coefficient. Results for different Mach and Knudsseaquent cavity breakup below the surface and formation of bubbly
numbers are presented and compared to available data. flows.

Jet and nozzle flows are the subject of three papers. DischargdNew instruments and measurement techniques for multiphase
coefficients of venturi nozzles f@0O, andSF; are studied by Nakao flows are introduced in two papers. Kigger and Pan discuss a new
and Takamoto. The measured coefficients are 2% higher than eBauticle Image VelocimetryPIV) method for studying solid-liquid,
mates based on isentropic flows, and the difference cannot be &o-phase flows. They use a 2-D media filter to separate images of
counted for by real gas effects. F&O, the deviations can be ex- the two phases. Their approach is validated for different filters and
plained assuming non-equilibrium flow, whereas for ®&, the particle sizes. Errors introduced by the filter become negligible for

reasons are not clear. Yu et al. perform numerical simulations of 43ti0 Of particle diametersdispersed phase vs. traceeceeding
flows at the exit of a nozzle and impinging on a flat plate in 4"€€: Klausner et al. introduce a conductance-based instrument that
pneumatic dimensional control system. Their objective is to optimi ealsgées the Sdc?“d ctoncegltrtatlon It?] slurry plyé)el':_nes J?‘?gt;n% from
the nozzle efficiency, which they achieve with a divergent nozzi& "2 dcm n :arpe er. ga on the c?ncet?] ra ;ﬁ“ IS ”th“ ('10” IS
design. Ouellette and Hill use RANS withe stress model to simu- FOVEET 1 feat ime and agreement with - ofer memods 1
late transient gaseous jets as natural gas is injected into a di ons Ei?j"ts' ol ¢ biects. Gt

engine. The model reproduces the dependence of penetration on mg-"0 additional papers 1ocus on uncommon subjects. utman ana-
mentum, time and density but accuracy is improved when one of tWées the equilibrium of a flexible cable in water flow when the cable

«-¢ coefficients is modified. Simulations are then used to determifiz/0aded with an arbitrarily distributed load. An optimal load, which
the effects of turbulence, injection duration and wall contact. provides maximum deflection of the cable, is defined. Gibson focuses

A variety of multiphase flow problems are also being address%é’ﬂr] turbulent mixing, viscosity, diffusion and gravity in the formation
Murai and Matsumoto perform numerical simulations of the behavigl coSmological structures, the fluid mechanics of dark matter. His
odel includes fluid mechanics, gravity, density and gravitational

and microscale characteristics of a 3-D bubble plume and the s ; >
rounding flow. A Lagrangian-Eulerian model is formulated and sp&lfusion at critical scales.
tial structures, such as swaying and swirling, are identified. The re-
sults agree with experimental observations. Numerical predictions of

gas-liquid flow in a right-angle bend, using Eulerian-Eulerian, two- Joseph Katz
fluid model is the subject of a paper by Graf and Neti. They show Technical Editor
Journal of Fluids Engineering Copyright © 2000 by ASME DECEMBER 2000, Vol. 122 / 649
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Geometric Parameters
Influencing Flow in an
anareas maier | AXiSymmetric IC Engine Inlet Port
-t Assembly: Part I—Valve Flow

Terry H. Sheldrake

Research and Development Manager c h a ra cte risti cs

Dennis Wilcock

Emeritus Professor of Engineering Discharge characteristics in an IC engine inlet port and the dependency on geometrical
, parameters are examined for two valves having seat angles of 40 and 45 deg. The
 School of Gomputing, characteristics were established under steady-state conditions over a range of valve lifts
Engineering and Technology, up to L/D=0.25 and pressure differentials up to 100 mraH The detailed boundary
University of Sunderland, layer characteristics, indicating flow separation and reattachment on the valve seats,
Sunderland, United Kingdom were established with the aid of heat transfer data using the transient liquid crystal

technique. Details of the experimental methods for obtaining discharge coefficients and
heat transfer coefficients are presented. The discharge and heat transfer data established
the expected sequential progression, with lift through the four flow regimes for the valve
with a 45 deg seat angle. For the valve with a 40 deg seat angle the four flow regimes
were not present. The results demonstrate the extreme sensitivity of the valve flow and
boundary layer state to small changes in valve geom¢89098-220200)00504-6

Introduction increased. With further increase of valve lift, a first transition in

e i ; : . the flow pattern takes place, as the flow is fully detached from the
Today's internal combustioiC) engine designs demand IOanlve seat. The effective flow area is further reduced by flow

emissions, fuel economy, and reliability with maximum V°|ume.téeparation and the discharge coefficient decreases. This state of

ric efficiency and, therefore, high power output. These high deS|%W is known asflow regime 1l The shape of the valve head

standards for more efficient and environmentally clean IC enginﬁﬁ/erts the flow in an outward direction and the velocity just up-
result in the need for detailed fluid flow data around the valve a’%‘iiream of the valve passage influences the flow in the passage.
port regions. . . ._Further increase in valve lift causes the flow to break away from
The .ﬂOW throug_h an |n_Iet port discharges over the_ valve 'mf?nF port seat face giving rise fow regime Ill A vena-contracta
the cylinder as a jet, Wh!ch_separa_t(_es from the_seallng facesig formed downstream of the geometrical minimum area limited
valve and seat for specific lift conditions producing shear laye the valve head and the seat. For high valve lifts, the valve head
with large velocity gradients. Such areas of ﬂOW_ separation inSi@assumed to exert less influence on the flow si’nce the flow is
the valve gap have to be reduced for optimum volumetrigiecteq downwards and reattaches to the valve face. This final
efficiency. L tate of flow is commonly denoted #lsw regime IV Discharge
The presence of flow separation in the valve passage and the cylinder is not affected by any reduction in flow area and

occurrence of different flow patterns has previously been idenflye o)y influence on the discharge coefficient is assumed to be
fied in a number of investigations of different valve geometries. 1§, tace friction on the valve sealing face.

the extensive work carried out by Tanaka in 1929, it was
observed that discontinuities in the flow occurred when investigat-
ing the flow quantity across the valve for different valve lifts.
These discontinuities in flow were represented by change over
points in the slope of the graph when plotting mass flow rate or N
discharge coefficients versus valve lift. From these results Tanaka N
postulated four flow regimes in the valve passage, illustrated in

Fig. 1, to explain the discontinuities of the mass flow rate with a  “axMNy
variation of valve lift. The fourflow regimeswere described as
follows: In flow regime | occurring at low valve lifts, the flow is :
attached to both sealing faces of valve head and seat. A vena- . b) Regime II
contracta occurs at entry into the passage and due to viscous en- a) Regime I N g
trainment, the flow after the vena-contracta is able to expand N
again and to fill the whole passage. Discharge coefficients are N
generally high during this flow regime and may decrease slightly N\
for increasing lifts. A decrease in discharge coefficient in the low . (\asn
lift range may be a result of the steady enlargement of the sepa-
ration areas formed at the entry into the passage as the lift is

1
1
i
>, !
1

Contributed by the Fluids Engineering Division for publication in ticeJBNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division ¢) Regime III d) Regime IV
January 11, 2000; revised manuscript received June 6, 2000. Associate Technical

Editor: D. Williams. Fig. 1 The four flow regimes
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Tanaka[1] was first to verify the above flow regimes by con- | R Fillet Radius

ducting static pressure measurements along the valve and sea}ﬁ ¢ Valve Cone Angle

wall at different lift conditions. Visualization of the valve passage | ] v Valve Seat Angle

flow in a transparent model displayed the four flow configurations ; t Seat Width

and confirmed the observation of the pressure measurements @ \ D Valve Head Diameter

described. ! \ L Valve Lift
Kastner et al[2] also identified the four flow regimes on the | |

basis of discharge coefficient measurements. An attempt was con4 t —

ducted to verify the characteristics of the four flow regimes in a ‘ —

two-dimensional valve port model by measuring the pressure dis- | — L

tribution in the valve passage to indicate regions of flow separa- |

tion from the boundary walls. Subsequently, Vafidis and V

Whitelaw[3] reported on flow measurements at the exit plane of | 0

the aim to quantify the four flow regimes over a practical lift

the valve passage using Laser-Doppler Anemom@tBA) with y D
range for a typical intake valve. Prior to the detailed flow mea- |

surements, the authors conducted discharge coefficient measure Valvel  Valve Il
ments over the full range of lifts to identify the transition points in FilletRadiusRD  0.20 020
the flow regimes and therefore to define the lift conditions of

. . . Valve Cone Angle 0° 0°
interest for closer examination. Steady-state measurements of ra-

dial and axial mean velocity were then conducted at four nondi- Valve Seat Angle ~ 45° 400
mensional lift conditions to indicate the direction of the discharge )

jet into the cylinder and the recirculation areas in the valve pas- Fig. 2 Valve geometry
sage.

ssage and examines the flow characteristics of two valve geom-
ies varying in their seat angldetails of the geometry are given
A%g. 2 to illustrate the sensitivity of the inlet port flow to small
Variations in valve geometry. The results shown in this paper form
o . ! ) . (B’ért of a parametric investigation of the influence of valve geom-
characteristics of two intake port geometries idealized directed g4 o valve flow characteristics, which will be presented in Part
port of a research engine and a helical port of a direct injectiqn gt this paper. '

Diesel engingand the effect of two different valve geometries on
flow characteristics in the valve passage. The detailed flow me@xperimental Equipment
surements at the valve exit plane and the surface flow visualiza-

tion showed the flow separation in the valve passage and identi.1 he flow into the combustion chamber of a four-stroke internal

fied its distribution around the valve periphery for generic inle(fcmm.’s't'c.’n engine 1s pulsatory and tlme-dependent_. Therefor(_e,
port geometries. investigations in an actual engine under real operational condi-

Despite such a large number of papers examining the fidions are practically limited to measurements of engine perfor-

through the intake valve, the flow separation phenomenon and ance, operatlc_)r_1al characterlstlt_:s, and emission levels. Howe_ver,
sUch test conditions are not suitable to investigate the detailed

dependence on hgeolgncgtrical pararr]neters remains poorly_anal}/z chanism of valve flow characteristics. The investigations of
EZV\;ﬁ;ﬁgnginnz sfa(gtu ors ise r?(\;\;a;reea;igteabZgztuesrga;:‘ctxgr:;egpsi?y et valve flow, described above, have therefore been conducted
eometries applied in real engine configurations ﬁﬁ mainly steady-flow tests and the conclusions on flow character-
’ The current work investigated the influence of. valve geomet's'[ICS have been drawn on the basis of a "quasi-static” assump-
o L on for the induction process. The basis for this approximation is
on the passage flow characteristics by varying incrementally t assumption that the flow responds almost instantaneously to

key parameters changes in valve lift and pressure difference across the valve pas-

Weclas et al[4] presented a comprehensive investigation int
flow separation in the inlet valve passage using measuremg

measurements using LDA. Their study concentrated on the fl

« fillet radius sage. The inlet valve and the piston move at maximum speeds of

« cone angle approximately 8—15 m/s under normal engine operating condi-

- seat angle tions. The speed of the moving components is therefore signifi-
cantly lower than the sonic velocity, at which the perturbations of

of the valve geometry which are illustrated in Fig. 2. the flow travel, so that dynamic effects would become negligible.

In the present investigation, the initial interpretation of the flowhe values for valve flow and performance characteristics ob-
regimes in the valve passage was made from the discharge cegihed from steady flow experiments are hence considered repre-
ficients. As with previous investigations it was felt necessary entative for the dynamic flow behavior of the valve in an oper-
obtain corroborating evidence from another source. Flow visuaiting engine.
ization and LDA methods were not practical because of the naturekastner et al[2] conducted an investigation to evaluate valve
of the equipment and oil streak techniques would have been exd port performance characteristics under conditions closely
tremely time consuming as the rig would need to be strippegimilar to real engine conditions and compared the findings to
down to gain access to the valve. A measurement indicating tperformance data obtained under steady flow. The results showed
state of the boundary layer at the seat surface would give a dir@gat the performance of an inlet valve and port, operating under
indication of separated and attached flows. This could then hetual engine conditions, can be derived with reasonable accuracy
used with the discharge data to determine the flow regime. As titem discharge coefficient data obtained from static experiments.
experimental facility was also being used to obtain detailed spatRlikutani and Watanabgs] also attempted to correlate the dy-
distribution of heat transfer coefficients over the seat faces it waamic discharge coefficier@y to the static coefficienCp by
determined that the same heat transfer data would be sufficieméking use of a velocity coefficientv{/v,). For values of
corroborating evidence and hence give a high degree of cor(fi,/v,)=100, the static and dynamic discharge coefficients be-
dence in determining the flow reginfeland[5]). come approximately the same. Since this value is usually ex-

This paper establishes the measurement techniques of teeded in production engines, the authors concluded that the in-
present work to identify the boundary layer flow inside the valvBuence of the valve motion on the flow in the valve gap is

Journal of Fluids Engineering DECEMBER 2000, Vol. 122 / 651
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negligible and the static coefficie@, provides a good indication _—— Bellmouth Intake
of the valve performance under actual operating conditions. B
Those investigations tested the validity of the “quasi-steady” |
assumption on the basis of comparing a cycle averaged static ar ™9
dynamic discharge coefficient. However, no verification is pro-
vided from those results to correlate detailed flow characteristics
in and around the valve and port under static and reciprocating
conditions. Evidence that steady-flow results can also be used t
characterize inlet port flow under actual engine conditions has
therefore been obtained by investigating the detailed flow charac
teristics at the exit plane of the valve passage during the inductior
stroke using measuring techniques such as LDA and HW®t-
Wire Anemometry. Bicen and Whitelaw7] conducted an inves-
tigation of the air-flow through an intake valve in a model engine

~— Woven Screen

Heater Section

Honeycomb Section

_..— Centreline Thermocouple

_—— Traversing Mechanism

... Pressure Tap for Centrifugal
upstream pressure —

under both steady and unsteady conditions. The engine was ope | Blower

ated at 200 rpm and LDA measurements of the velocity field at___# | ___ Pressure Tap for \\

the valve exit plane were taken at a number of fixed lift condi- | downstream pressure 4]

tions. Similar measurements were carried out by Vafidis and® o = _ Control 5
I i Cylinder Damper ~ .

Whitelaw[3] and Bicen et al[8]. The latter authors extended the
investigation and included the effects of valve operation. The pro- °
files of the mean velocity at the valve exit plane showed close
qualitative and quantitative agreement under steady and unsteac
flow conditions. The investigation therefore concluded that the
mean velocity distribution at the exit plane can be accurately es: e
timated from steady-flow experiments, at least in a low speed
engine. Hdler et al.[9] presented a comparison of the inlet valve Fig. 3 Cross-sectional view of test section
flow arranged in a helical port under steady-state and operating
engine conditions. The investigation aimed to justify the use of .
steady-flow data as inlet conditions for CFD modeling of engirfd@meter of 108.0 mm, a parallel passage and a seat width of
cylinder flow. Measurements of the flow at the valve exit plangDzo'%s' The valves were characterized with sharp corners
using LDA were taken between 40 deg CA and 170 deg C etween valve head and the valve seat face.
(valveT opening pgrlod was from 10 deg B'_I’DC to 220 deg A-FD.CHOW Measurements
at a fixed valve lift under motored conditions. The flow velocity
profiles from the steady-flow measurements showed good qualitaThe flow characteristics of the valve and seat geometries were
tive and quantitative agreement around the valve periphery wigfamined under steady-flow conditions by measuring the dis-
those measured in the operating engine when the instantane@fi@rge coefficients for various pressure differentials across the
mass flow rate was congruent for both experimental conditionseYlinder head. The discharge coefficient is a nondimensional mea-

These works clearly indicate the validity of using steady-floRu"® of the valve/port performance. and defined as the ratio of the
data to model inlet port flow characteristics under operating efictu@l(measuregiflow to the theoretical flow through the aperture
gine conditions. of the valve for the same pressure drop

The parametric investigation of the various valve geometries of
the present work was therefore conducted in the steady-state flow Cp==
field of an axisymmetric engine valve test facility, which was used Miheor.
for flow and heat transfer measurements. This configuration Wage theoretical flowny,,, is calculated using the analysis of a
aimed at investigating the detailed characteristics of the flow pr@je_dimensiona| isentropic flow from a reservoir through a re-
nomena in and around the inlet valve in isolation from the contriction at subsonic conditions including compressibility effects
plex flow structure of an actual inlet port and the processes ofadd expressed by the following equation

Y

real engine. Such a simplified engine port model therefore allowed 57 Ty
easy change of the flow parameters for the detailed comparative . _ P\ p|\7
Mipeor=AX 2pOPO,y_ 1 % 1- a

investigation.
Ynere po and py are the stagnation conditions for pressure and

m

The actual test section of the experimental rig is shown in Fi
3in ? cfr osT-sectlgnaI ?GAW %r.'d (:lsplay? the a>t<)|s|)|/ mm(;:n_c t""rliar}Qfénsity respectively angt is the specific heat ratio. The reference
ment ot valve and port. Ambient air enters a belimouth INtake 1o, A"\yas taken as the valve curtain area
flow measurement. It then passes a heater section, which imparts a
near step change to the air stream temperature, prior to flowing A=mXDXL

through the valve and port. The high differential pressures acro§gce this area varies linearly with valve lift and is, furthermore,
the valve were produced by a centrifugal blower, which is locatgdysier to determine than the minimum flow area used in other
downstream of the test section. The valve lift was adjusted froﬁhalysis(i.e., Vafidis and Whitelaw3]).

outside the port by a linear traverse, which was controlled by aThe upstream pressure was measured at approximately one inlet
lead-screw on both sides of the traverse. The valve position Wg§re diameter from the cylinder head. The presguaéthe throat
measured using two linear variable differential transducers &bas taken as the pressure at passage exit, which was taken the
tached to either side of the traverse. The size of the test rig wasme as the pressure measured in the cylinder head plane.
designed so that the valve models were in the range of 3 times th@ischarge coefficients were measured for nondimensional valve
scale of a medium sized production engine valve in order to irfifts L/D between 0.02 and 0.24 with an estimated uncertainty
prove the spatial resolution when applying the transient liquidlL/D of +1.6x10 3 for the adjusted valve lift. After adjusting
crystal technique for the heat transfer measurements. This resuliesl pressure drop with the sliding gate valve, a reading of the
in a valve head diameter of 123.9 mm with an inlet port borpressure upstream and the pressure drop across the bellmouth in-
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Table 1 040

Exp. Cond. Conf. Interval <
m L/D=0.02-0.24 +1.1% L |
Cp L/D=0.02-0.24 +3.6%
HTC L/D=0.06, 0.12, 0.18, +10.2% pat
0.23
025
take was taken using a micro-manometer. Confidence intervalsg, , .,
and the test conditions for the mass flow rate and discharge coef-g
ficient measurements are summarized in Table 1.
Q.15
Heat Transfer Measurements

The transient liquid crystal technique was applied to determine  #.1%
local convective heat transfer coefficients on the valve seat. A
comprehensive overview of the liquid crystal technique can be 44

——gp = 20 mmH2D
o dp =40 mmH20

R ] —&— dip = 80 mmH20

found in Baughrj10]. The valve and seat were coated with micro- o * - dg = B0 MmO
encapsulated thermochromic liquid crystals to indicate the surface - o dp =100 mrHz0
temperature change during the transient heat transfer experiment “'""M; o o . o ﬂ'm
Convective heat transfer coefficients were then calculated basec : T uo '
on the transient conduction into a semi-infinite model using the i ]
following relationship(Schultz and Joneld 1]): Fig. 4 Mass flow versus lift; valve |

Tsurf._ Tinit. hzt h \/E

ToT pCK erf W the valve passage and are consequently determined by flow sepa-

ration. For increasing flow velocities, the separation area in the
The liquid crystal color change was recorded using a mongalve passage would be enlarged and hence the effective flow area
chrome CCD camera to resolve the time temperature relationshéoluced, which resulted in a decrease in discharge coefficients in
for the surface temperature history to compute heat transfer cogfe region of flow transition. At high liftsl{/D>0.20), discharge
ficients. The recorded images were digitally processed using iefficients were found to be almost independent of pressure drop
full intensity history of the liquid crystal color chang&@Vang suggesting that the flow in the valve passage was highly turbulent
et al.[12]) to obtain a full heat transfer coefficient map of theand viscosity effects had no effect on the boundary layer flow.
surface area investigated. Confidence intervals for the measumés finding agreed with the investigations carried out by Tanaka
heat transfer coefficient and the test conditions are presented iy who concluded that discharge coefficients were approximately

Table 1. constant and therefore independent of the pressure drop at a par-
) . ticular lift condition. Vafidis and Whitelaw3] presented results
Results and Discussion for discharge coefficient measurements carried out for pressure

Valve flow and performance characteristics were identifigdfops ranging from 50 mm @ to 200 mm HO. They found that
from discharge coefficient measurements for a range of fixé increase in pressure drop increased dlschar_ge coefficients and
valve lifts for steady-flow conditions. The discharge coefficierits influence was shown to be stronger at small lifts and low pres-
characteristic was determined from the measured and the calgyte drops as a result of the increased contribution of viscous
lated theoretical mass flow rates for nondimensional valve liféffects under these conditions. However, the authors stated that
L/D ranging from 0.02 to 0.24 which covered the range of prac-
tical valve operationgHeywood[13]). The static pressure differ-
ential was varied from 20 mm 4@ to 100 mm HO to investigate 0700 -
a variation of port flow velocity on valve performance. Results for

i A A O dp = 20 mm20
mass flow rate and discharge coefficient characteristics are pre-

& dp =40 PRHZO

sented for two valve geometries, denoted as valve | af¥igl 2) 0650 B
in the following discussion. The valves only differed in the valve “n‘:):\\] x dp=80 RO
seat angle which was 45 deg for valve | and 40 deg for valve I, ﬁ@?_f o dp = 100 HEO
respectively. S S A

The mass flow rate and the discharge coefficient characteristic ~*** o "‘ir:ﬁﬁ»\l
based on the valve curtain area are presented in Fig. 4 and Fig. 5 r:;ﬁf Eg__;?ﬁ ;,
respectively, for valve |. The results showed that a variation of

pressure drop had no influence on the general discharge coeffi-«" 2550
cient characteristic. However, a small influence was observed on "alve |

the magnitude of discharge coefficients with increasing valve lifts. : E\n
For small valve lifts, discharge coefficients slightly increased as  ggeq | |

the pressure drop and therefore flow velocity inside the passage | pf'
increased. The flow velocity was relatively low and viscosity ef- | P -
fects were assumed to be dominant in the passage, which woulc | {h
result in the observed small increase in discharge coefficients for T I )

higher differential pressures at low lifts. In the medium lift range —_— __.\%;

(0.05<L/D<0.15), with transitions in flow regimes taking place,
indicated by a change in slope in the mass flow rate in Fig. 4, 940 -
discharge coefficients decreased as the pressure drop was ir S e LY o 0 oo e
creased. The characteristic may be explained on the basis that

discharge coefficients are proportional to the effective flow area ifig. 5 Discharge coefficient characteristic versus lift; valve |

e - —
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Fig. 6 Mass flow versus lift; valve Il Fig. 7 Discharge coefficient characteristic versus lift; valve Il

for even higher pressure drops, for which results were only parttydden drop in discharged coefficients as the lift was increased.
presented, the discharge coefficient curves almost collapsed ifitas sharp increase in discharge coefficients in the medium lift
one. This result was reflected in the present investigation for thenge with values o€ approaching 0.9 results in a very efficient
highly turbulent flow at high valve lifts. flow performance in the medium to high lift range, which could be
An analysis of the mass flow rate versus valve lift plot showedf significant interest for actual engine valve designs. This char-
three changes in slope, illustrated in Fig. 4, from which transiticacteristic of valve 1l was attributed to a delayed flow separation
points in the valve flow characteristic and the four flow regimefsom the seat face as a result of the flat valve shoulder inducing a
were identified. Fot./D<0.11, the flow was assumed to be in itdarge radial momentum to the flow. AYD =0.14, a sharp drop in
first flow regime. The boundaries of the passage are very closass flow rate occurred with the flow assumed to enter its final
and the flow is forced to attach to both sealing faces as illustratatbde. At lift conditions higher thah/D=0.14 the passage flow
in Fig. 1(a). Discharge coefficients, presented in Fig. 5, increasedas presumably in flow regime IV and discharge coefficients
at low lifts as a result of the pronounced influence of Reynoldsatched those observed of valve | for lifts larger than
number and viscosity effects in this range of lifis/D<0.05). L/D=0.20.
This was continued by slightly decreasing or approximately con- Those interpretations of the flow characteristics for the different
stant discharge coefficients as the lift was increased up/B lift ranges can only be inferred from the discharge coefficient
=0.08. The latter characteristic was due to a recirculation araseasurements. Therefore the behavior of the flow in the valve
formed at the passage entry which was enlarged as a result of passage was analyzed and verified in detail from the boundary
radially directed flow and the steep angle of the 45 deg seat fdeger flow interpretations obtained from heat transfer experiments
as the valve lift was increased. using the transient liquid crystal technique. Measurements of the
At L/D=0.11, a first transition point in the flow took place andletailed distributions of heat transfer coefficients on the seat seal-
for 0.11<L/D<0.18, the flow was thought to be separated frormng faces were conducted at four lift conditions and four Reynolds
the valve seat face. Fdr/D=0.18, the flow was assumed tonumber conditions for the inlet port flow. Distributions of heat
detach from the seat face and hence to form a free discharge jetrénsfer coefficients are shown in Figagy) on the valve seat and
vena-contracta was therefore formed inside the passage as a resdt sealing face of valve | for the lowest lift condition and the
of the recirculation area formed on either side of the discharge feur Reynolds number conditions investigated.
with a corresponding reduction in discharge coefficients. Points of flow reattachment generally correspond to peaks in
In the transition at./D>0.20, the flow started to reattach to theocal heat transfer coefficients as a result of the high turbulence
valve face since the flow was directed in downward direction aitensity of the locally impinging flow which is illustrated in Fig.
high valve lifts. The flow was therefore in its final modiow 8(a,b). Boundary layer separation is always associated with the
regime IV). Discharge coefficients were steadily falling in thiSormation of small vortices, which is reflected in a decrease of
range of lifts as a result of growing frictional effects as the flowneat transfer coefficients toward the leading edge of the valve seat
velocity increased for increasing valve lifts. face(Fig. 8(@)) as a result of the lower velocities in the separation
Due to the continuous change in slope of the mass flow rategion. A similar pattern with a peak heat transfer coefficient at
curves, presented in Fig. 4, the transition process between the flapproximately mid-face position in the passage was shown in the
patterns in the valve passage were thought to be produced Hmat transfer results for the seat sealing face and decreasing coef-
steadily increasing separation areas from the valve and seat séalents toward the trailing edge of the passdge. 8b)). The
ing faces which eventually extended to the passage exit planecharacteristic of decreasing heat transfer coefficients downstream
The results for the mass flow and discharge coefficient charaaf-the reattachment position was as a result of a growing boundary
teristics for valve Il, presented in Fig. 6 and Fig. 7, respectivelyayer after the flow reattached to the valve surface where a local
showed a similar behavior in the low to medium lift range athinning of the boundary layer occurred.
identified for valve | with discharge coefficients approximately As the Reynolds number was increased, the separation area
constant up td./D=0.09, with the flow being assumed in flowfrom the valve seat face was shown to grow which was reflected
regime |. A peculiar characteristic was observed in the low to the peak heat transfer coefficient moving in a downstream di-
medium lift range up toL/D=0.14 with a sharp increase andrection (illustrated in Fig. 8a)). This effect was reversed on the
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Fig. 9 (a) Heat transfer coefficient versus lift; valve seat I; (b)

Fig. 8 (a) Heat transfer coefficient versus lift; valve seat I;
L/D=0.06; (b) Heat transfer coefficient versus lift; port seat ;
L/D=0.06

Heat transfer coefficient versus lift; port seat |

either continuously attached, or separates and reattaches, to both

sealing faces of valve head and seat. This latter point was not
seat sealing face with the location of the peak heat transfer coefentified in previous studie§.e., Tanakd 1]) and results from
ficient moving toward the leading edge of the seat f@t®wn in  the superior experimental techniques used in this investigation. At
Fig. 8(b)). The characteristic was a result of the separation aréze lift conditionL/D =0.12, the low heat transfer coefficients and
from the port seat face being suppressed by the increased septm@liquid crystal pattern during the transient heat transfer experi-
tion area from the valve seat face. The latter was attributed to theent indicated separated flow from the valve seat (& 9a)).
increased inertia of the flow in radial direction for a flat valvéFlow separation and reattachment on the seat sealing face were
shoulder at low lifts. The results therefore clearly reflect an inflitshown by a local peak in heat transfer coefficients with the reat-
ence of port flow Reynolds number and therefore pressure difféachment point being at approximately 6.2 mm into the passage.
ential across the valve on the separation area. This was alreddhe inertia of the flow in radial direction at this lift condition
indicated in the varying discharge coefficients for increasing pretherefore caused the flow to fully separate from the valve seat face
sure differentials in the transition region of flow regimes. with the separation area only slightly increased on the seat sealing

Heat transfer coefficient distributions in the valve passage ftace for this lift condition. The flow was in regime Il in agreement

the four lift conditions and the highest Reynolds number investivith the flow interpretations from the discharge coefficient mea-
gated are shown in Fig.(8,b) for valve I. At the lowest lift surements. For an increased valve lif/ D =0.18), the reattach-
condition (L/D =0.06), the flow separated from the sharp cornemsent position on the seat sealing face moved considerably down-
leading into the passage and reattached to both sealing facessineam with a locally high heat transfer coefficient observed at the
side the passage as detailed above. This characteristic corresparaiéing edge of the seat sealing face. The flow therefore separates
to flow regime | with the flow fully attached to the seat sealinfrom the seat sealing face &/D=0.18 and a transition takes
faces at passage exit and a small separation bubble formedlace from flow regime Il to Ill verifying the interpretations of the
entry into the passage. Therefore, in flow regime |, the flow jgassage flow from the discharge coefficient measurements at this
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coefficient measurements at this lift condition. The liquid crystal
results al./D =0.12 showed that the reattachment position on the
seat sealing face moved downstream with the flow being fully
separated from the valve seat face indicated by low heat transfer
coefficients which slightly decreased toward the leading edge of
the passage. At the lift condition/D =0.18, the flow was reat-
tached to the valve seat face with the reattachment position at
approximately mid-position into the passage. The seat results in-
dicated fully separated flow from the seat sealing face with the
flow being in its final mode.

The characteristic dt/D =0.18 with the flow being reattached
to the valve seat face together with the flow behavior on the seat
sealing face at/D = 0.12 probably explains the sharp increase in
flow performance observed f&r/D <0.14. Transition from flow
regime Il atL/D=0.12 was therefore presumably back to the
effective mode of flow regime | explaining the high discharge
coefficients in the medium lift range. This was continued by a
direct transition from flow regime | to IV, reflected in the heat
transfer data at./D=0.18, which resulted in the sudden steep
drop in flow performance. At the lift conditioh/D=0.23, the
heat transfer data on the seat sealing faces for valve Il indicated
attached flow on the valve seat face. The reattachment position
moved in upstream direction as compared wittb =0.18 as a
result of the now mainly axially directed flow. The flow on the
port seat face was fully separated flow. The passage flow therefore
prevailed in flow regime IV at lift larger thab/D =0.14 in agree-
ment with the discharge coefficient data.

The detailed resolution of the boundary layer flow inside the
passage clearly identified the four flow regimes for valve I. Valve
Il having a 40 deg seat resulted in a peculiar discharge coefficient
characteristic showing a high flow performance in the medium lift
range. The analysis of the modes of flow for this valve geometry
indicated that the progress in flow regimes is not from I, II, 1ll, to
IV and the four modes of flow did not occur in sequence with
valve lift for this valve geometry. The present results therefore
clearly indicate the sensitivity of valve flow characteristics to
small modifications in valve geometry. A detailed parametric
study of the influence of inlet valve on flow characteristics is

[
L
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|_ g
$ ,f_\\}a\,_ LID=0.08
|FY ST Y
20 . 4 Seat I1/D=0.18

presented in Part Il of this paper.
F__.... ey 8040
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Conclusions

The detailed flow characteristics of inlet valve flow were ana-
lyzed on the basis of discharge coefficient measurements for two
valve geometries from which the different regimes for the passage
flow were identified. The detailed boundary layer flow was then
lift condition. For increasing lifts, the passage flow formed a freeerified from heat transfer measurements applying the transient
discharge jet with a recirculation area formed on either side of thiguid crystal technique. The heat transfer data for the various
jet. flow and lift conditions were applied to resolve in detail flow

At the highest lift condition IL/D=0.23), the liquid crystal separation and the positions of flow reattachment inside the
data showed a very broad band of relatively high heat transfeassage.
coefficients in the lower part of the valve seat face, illustrated in The heat transfer data shown for the low lift conditions showed
Fig. 9a). This characteristic reflected reattaching flow on théhat the separation areas at the leading edge of both seat sealing
valve seat face and would indicate that the transition from flofaces interact with each other making the flow separation in the
regime Il to IV is not a sudden process but a continuous onealve passage a complex process dependent on flow conditions
which is also indicated in the smooth change in slope in the maessd valve lift.
flow rate plot illustrated in Fig. 4. The results presented for the two valve geometries illustrated in

The complete analysis for the four lift conditions resolved iwletail the sensitivity of flow characteristics on changes in valve
detail the complex mechanism of inlet valve flow and showed tlgeometry. For valve |, having a 45 deg seat, the heat transfer data
occurrence of the four flow regimes. for the four lift conditions verified the occurrence of the four flow

The heat transfer characteristic of valve Il, presented in Figegimes. The data for the 40 deg seat geometry indicated that the
10(a,b) for the valve seat and seat sealing face, respectivejow regimes did not occur in sequence with valve lift and the
showed a similar characteristic as valve | at the lowest lift condsmall modifications in valve geometry resulted in a significant
tion (L/D=0.06). The flow separated from the sharp cornewifference in flow characteristics.
leading into the passage and reattached at approximately midThe influence of valve geometry will therefore be scrutinized in
position on both seat sealing faces indicated by a locally high hehé parametric investigation presented in Part Il of this paper.
transfer coefficient. This heat transfer pattern reflects flow regimeThe present work introduced a methodology to analyze in detalil
| in agreement with the flow interpretation from the dischargthe flow characteristics in and around an IC engine inlet valve,

Fig. 10 (a) Heat transfer coefficient versus lift; valve seat Il;
(b) Heat transfer coefficient versus lift; port seat Il
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which was applied to a parametric study to investigate the influ- init.

= initial condition

ence of valve geometry on port flow characteristics and inlet valve o = final condition

heat transfer.

Nomenclature

A = area
ATDC = after top dead center
BTDC = before top dead center
CA = crank angle
Cp = discharge coefficient
Cpq = dynamic discharge coefficient
¢, = specific heat capacity at constant pressure
D = valve head diameter
D, = inlet port diameter
h, HTC = heat transfer coefficient
= thermal conductivity
= valve lift
= mass flow rate
= kinematic viscosity
pressure
valve fillet radius
Reynolds numbefpD pv o/ u}
time, seat width
temperature
velocity of inlet flow
average valve velocity
ratio of specific heats
= density

Subscripts

0 = property at stagnation point
theor. = theoretical condition
surf. = condition at surface

Il

c|c
VD
[ |l

Journal of Fluids Engineering

References

[1] Tanaka, K., 1929, “Airflow Through Suction Valve of Conical Seat,” Aero-
nautical Research Institute Report, Tokyo Imperial University, Part 1, p. 262;
Part 2, p. 361.

[2] Kastner, L. J., Williams, T. J., and White, J. B., 1963—-1964, “Poppet Inlet
Valve Characteristics and their Influence on the Induction Process,” Proc. Inst.
Mech. Eng.,178 Part 1, No. 36, pp. 955-975.

[3] Vafidis, C., and Whitelaw, J. H., 1984, “Steady and Pulsating Air Flow
Through a Stationary Intake Valve of a Reciprocating Engine,” Imperical
College, Mech. Eng. Dept. Report, No. FS/84/04.

[4] Weclas, M., Melling, A., and Durst, F., 1998, “Flow Separation in the Inlet
Valve Gap of Piston Engines,” Prog. Energy Combust. St4, No. 3, pp.
165-195.

[5] Ireland P. T., 1987, “Internal Cooling of Turbine Blades,” D. Phil. thesis,
University of Oxford, UK.

[6] Fukutani I., and Watanabe E., 1982, “Air Flow through Poppet Inlet Valves-
Analysis of Static and Dynamic Flow Coefficients,” SAE Paper 820154, pp.
1-9.

[7] Bicen, A. F., and Whitelaw, J. H., 1983, “Steady and Unsteady Flow Through
an Intake Valve,” Imperial College, Mech. Eng. Dept. Report, No. FS/83/11.

[8] Bicen A. F., Vafidis C., and Whitelaw J. H., 1984, “Steady and Unsteady Air
Flow Through an Intake Valve of a Reciprocating Engine,” Proc. Symp. of
Flows in IC Engines, pp. 47-55.

[9] Hofler, T., Pitcher, G., and Wigley, G., 1993, “Comparison of Diesel Engine
Inlet Valve Flows under Steady State and Motoring Conditions,” Proc. SPIE,
2052 pp. 737-744.

[10] Baughn, J. W., 1995, “Liquid Crystal Methods for Studying Turbulent Heat
Transfer,” Int. J. Heat Fluid Flow16, No. 5, pp. 365-375.

[11] Schultz, D. L., and Jones, T. V., 1973, “Heat Transfer Measurements in Short
Duration Hypersonic Facilities,” AGARD Report AG-165.

[12] Wang Z., Ireland P. T., and Jones T. V., 1993, “An Advanced Method of
Processing Liquid Crystal Video Signals from Transient Heat Transfer Experi-
ments,” ASME Paper 93-GT-282, pp. 1-7.

[13] Heywood J. B., 1988, Internal Combustion Engine Fundamentals, McGraw-
Hill, New York.

DECEMBER 2000, Vol. 122 / 657

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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Influencing Flow in an
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The influence of inlet valve geometry on IC engine port flow characteristics was investi-
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Emeritus Professor of Engineering

School of Computing, gated systematically by varying the key valve geometric parameters of fillet radius, cone

Engineering and Technalogy, angle, and seat angle. The analysis of flow through the port was measured for 36 valves
University of Sunderland, having geometries determined by R#D.20-0.30, cone angle-©20 deg and seat angle

Sunderland, United Kingdom 30-45 deg. Discharge coefficients were measured to gain an understanding of the general

flow performance. These were used in conjunction with heat transfer data to gain a clear
understanding of the state of the boundary layer on the valve and port seats for varying
lifts and pressure drops. This established the presence or otherwise of the four flow
regimes within the valve passage. The results demonstrate that the cone and seat angle
have major effects on valve flow performance and enable engine designers to choose
more readily the valve characteristics they des[i£0098-220000)00404-1

Introduction revealed that a wide overlap gave better flow performance. Seat

In an internal combustion engine, volumetric efficiency, anéé?gle variations were examined using four seat geometries be-
i

therefore power output, could be increased with improvements .tQ. o o
the design of the inlet port and particularly the inlet valve. Part/plics: The 45 deg seat ar)gle valve showed a d.'Stht trans_ltlon
of this paper clearly identified the sensitivity of valve flow charbetween the_ four flow regimes observed for various _valve Ifts.
acteristics to small changes in valve geometry by presenting dafa€ vValve with a 30 deg seat angle showed the transition between
for two valve geometries varying in only their valve seat angldhe different flow pattern less clearly.
The present work conducted a parametric investigation into the!n the subsequent investigations of Wood ef4].and Kastner
influence of valve geometry on valve flow characteristics by tes@! al-[5], attempts were made to reduce the tendency of the flow
ing a range of inlet valve geometries. to separate from the sgallng fa_ces of the valve passage.
Previous studies paid much attention to testing specific valveWood et al.[4] described various attempts to reduce the flow
geometries with respect to their flow performance. L{kkpwas resistance by_roundlng t_he sharp corners of the valve a}nd seat
the first to indicate that the geometry of valve and port plays faces, by varying the radius of the port elbow and by varying the
significant role in determining the performance characteristics bifet radius of the valve head in order to approach the perfor-
the induction system. Although no geometrical details were givefilance of a perfect venturi nozzle. Kastner ef%].also reported
the so-called “conical-seated” valve showed a performance supe? a range of modifications to the valve and port to improve its
rior to that of the “flat-seated” valve. Lewis and Nuttifg@] flow performance. The modifications included a tapered port to
investigated the arrangement of valves in pairs as compared watoid abrupt area changes reducing wall separation and shaping
single ones and valves of different sizes. Aspects of valve geothe passage to a converging-diverging nozzle. Although these at-
etry and its influence on the performance of the valve/port assetempts produced considerable improvements in discharge coeffi-
bly were extensively investigated by Tanalkd. The study fo- cient Cp, which were however mostly in the low lift range
cused on the influence of fillet radius, valve head angle, s€at/D=0-0.10) with values exceeding unity, the modifications
width, and seat angle. The valve models were tested under steeeulted in complex geometrical configurations, which might
flow conditions in an axisymmetric port/cylinder arrangemenprove impractical for production engine designs. Anngédfur-
The effects of varying parameters defining the valve geometiiyer investigated the effects of seat width, fillet radius, and seat
were examined by scrutinizing the variation in mass flow ratgngle on discharge coefficien®, with an isolated valve and
through the valve passage for different lift conditions at a fixegesults mainly agreed with the findings of Tan&R4 Valves with
pressure differential across the port. Generally, the fillet radius did45 deg seat angle clearly showed the transition between the
not have a significant effect on the flow quantity, but a large filleifferent flow regimes whereas the 30 deg seat indicated the tran-
radius was found to have a rather bad influence on flow charagtion points less distinctly. However, Annand recommended tak-
teristics. The effect of valve cone angle was investigated on thgy into account mechanical considerations proposed by Pipe
basis of four valve cone angle geometries ranging from 0 to 4gy the final choice of the appropriate seat angle.
deg. The study showed a pronounced effect of the upper valvean extensive study of the flow structure at the valve exit plane
face corner on flow separation, which was delayed to higher lifts, of the flow field in the cylinder was carried out by Bicen and
for a larger valve cone angle. The investigation of the seat wid hitelaw [8] and Vafidis and Whitela§9] who measured dis-

charge coefficients and the detailed velocity distribution using
Contributed by the Fluids Engineering Division for publication in ticeJBNAL LDA for various valve geometries.
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January 11, 2000; revised manuscript received June 6, 2000. Associate Technicavafldls and Wh|te|a"\[9] investigated a 45 deg seat angle valve

Editor: D. Williams. with and without rounded inner corners of the valve and seat

een 0 and 60 deg to quantify its effect on valve flow character-
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sealing faces upon their effect on flow transition. The results sug- |
gested that only the valve with sharp corners exhibited the four |
flow regimes. o
Bicen et al[10] presented a summary of the work reported by :
Bicen and Whitelaw8] and Vafidis and WhitelayQ] in compar- “
ing discharge coefficients for the 45 and 60 deg seat angle valves!
and additionally the detailed flow characteristic at the exit of the |
valve passage. The results showed that the performance of the 4¢|
deg seat was generally superior to the 60 deg seat over the rangy| e
of lifts tested (/D<0.26). T | L
Gosman and Ahme11] subsequently reported on the mea- ‘
surements of discharge coefficients, mean velocity and turbulent} ]
|
\

R Fillet Radius
¢ Valve Cone Angle
y Valve Seat Angle

! \\ t Seat Width
D Valve Head Diameter
! L Valve Lift

|

~—

stress fields obtained by Hot-Wire AnemometifVA) at various

valve lifts in an axisymmetric valve/port assembly with a valve

geometry(45 deg seat angle and rounded corpsisiilar to the

one investigated by Bicen et 410]. .
Weclas et al[12] presented a comprehensive investigation into Fig. 1 Valve geometry

the flow separation in the inlet valve passage. Their study concen-

trated on the flow characteristics of two intake port geometries: Zn

idealized directed port of a research engine and a helical port of 425€ Criteria clearly identify that practical valve design may dif-
direct injection Diesel engine. Furthermore the investigation co er from the recommendations for optimum flow performance. A

sidered the effect of a variation in valve geometry. Two Valve%arametric study was therefore designed to investigate the behav-

with a 45 deg valve seat angle that differed in the fillet radius art(ar of valve flow with the limits of the geometry variation taken

the valve head angle were examined for their discharge charac Lpm general design criteria for the inlet valve within the automo-

istics in the directed port. Ive industry (TRW Automotive Systems Ltd13]). The three
Those studies identified that the inlet valve flow is clearly d

é"nost influential valve parameters, which are illustrated in Fig. 1,
pendent on valve geometry with the general flow characterized

éﬁtermining valve flow were varied as follows:
the four flow regimegTanaka[3]). The occurrence of the four

flow regimes and the transition points were found to be influencgg%%(g{gal Range lngﬁ;ﬂzgtal
by the valve and port geometry. The investigations showed thal

with certain geometrical modifications the transition points can bellet Radius R/D 0.20-0.30 0.05
altered leading to improvements in the valve flow characteristiéalve Cone Angle 0-20 deg 10 deg
and therefore the performance of the inlet port. However, the iNalve Seat Angle 30-45 deg 5 deg

vestigations described were mostly limited to specific valve 9§y resyited in a total number of 36 valve geometries to form the
ometries and did not provide a complete analysis of the flomesent parametric study

through the intake valve, the flow separation phenomenon and'its
dependence on geometrical parameters. ' Results and Discussion

No comprehensive and systematic data exist about the influence . . - e
of valve and port geometries on discharge coefficients. Neither | "€ magnitude of discharge coefficients, transition in flow re-
has there been any previous detailed investigation into the varig/§€s: and the various flow patterns occurring in the valve pas-
flow regimes that influence flow performance. The present woR@d€ are dependent on the valve geometry as Part | of this paper
therefore investigated in detail the influence of valve geometry Gifarly identified. The combination of the geometrical parameters

the passage flow characteristics by varying incrementally the k¥§/Ve fillet radius, cone angle, and seat angle and their influence
on the valve flow characteristics in terms of discharge coefficients

parameters ) . .
was investigated for the full range of 36 valve geometries de-
« fillet radius signed for the present investigation. Measurements were carried
e cone angle out for lift conditions ranging froni./D =0.02 to 0.24 at pressure
e seat angle differentials across the valves between 20my@®H and

mm HO in incremental steps of 20 mm,&.
he detailed behavior of the boundary layer in the passage was
olved using heat transfer data from the transient liquid crystal
technique. The measurement techniques and the data interpreta-
tion applied for the present parametric study were established in
Part | of this paper. The results in this paper are presented and
The Valve Models discussed on the basis of the largest pressure differential investi-
_ N gated since it was found that the pressure drop across the passage
To carry out the parametric investigation, a relevant range fora g no influence on the discharge coefficient characteristic. The
variation of the valve geometry had to be developed 0 COVR{oaqrements showed good repeatability with the differences

practical inlet valve designs. Apart from having a very good flo,e|| within the estimated uncertainty of3.6 percent for the dis-
performance, the overall design requirements of an engine in arge coefficient results.

valve can be summarized as follows:

« Adequate seating ardaontact area between valve head anwaIuence of Valve Cone Angle
seaj to improve cooling of the valve during the valve closing The effect of the valve cone angle on discharge coefficient
period. characteristic was examined for the various seat geometries inves-
» Shape of the valve to keep thermal stresses to a minimuntigated. Results of the mass flow rate and discharge coefficient
« Valve head as light as possible since it is an accelerated mabaracteristics for the three valve cone angles for a 45 deg seat
and therefore exerts high forces on the valve train; it is possibeometry are presented in Figad), respectively, and reflect the
that for high engine speeds the resonant frequency of the vajw®nounced effect of valve cone angle on valve flow characteris-
train is approached. tics which were consistent for all the other seat geometries
» Valve shapes that are not subject to engine deposits and weavestigated.

. . - 190
of the valve geometry using discharge coefficient measuremen S
and heat transfer data from the transient liquid crystal techniquer[:’pS
resolve the boundary layer flow in the valve passage.
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Mass Flow vs. Lift bination with a 45 deg seat would not show flow regime Il and 11l
040 Seat 45°, RID=0.20 and transition was assumed to be directly from flow regime | to IV
in the medium lift range. The assumed steady increase in the flow
separation would therefore be restricted to the seat face which
may be a result of the increased axial flow momentum induced by
a large cone angle.

The cone angle of the valve therefore affected the discharge
characteristic over the full range of lifts. A large cone angle was
thought to direct the flow in a more axial direction resulting in
high discharge coefficients in the low lift range. This influence
had the opposite effect in the medium to high lift range with a
small cone angle resulting in earlier transition to flow regime Il
and latter transition to flow regime IV. A small valve cone angle
was assumed to direct the flow toward the plane of the cylinder
head, which suppressed flow separation from the seat face and
; —0— 0 Cona-dg = 100 mrHz0 resulted in a superior flow performance in the medium to high lift
0.05 1 A & 40° Cone-dp = 100 mrH20 range.

i —i— 20° Cone-dp = 100 20 The influence of the valve cone angle on the passage flow char-

.00 + . + ' acteristics was examined by means of heat transfer coefficient
@ e o o pae B data, which was used to resolve the detailed behavior of the

boundary layer inside the valve passage. Distribution of heat

- Discharge Coefficient vs. Lift transfer coefficients on the valve seat and seat sealing face is

[ Seat 45, RD=0.20 presented in Fig. @,b) and Fig. 4a,b) for the lift conditions
L/D=0.06 andL/D=0.18, respectively. For the low lift condi-
760 53— 0° Cone-dp = 100 mmke0 tion the heat transfer data indicated that the flow separated and
" & 10" Cons-dp = 100 mr20 reattached to the seat sealing faces for all three cone angle con-
figurations, reflected by a local peak in heat transfer coefficient in
Fig. 3(@b). The passage flow was therefore in regime | for all
three cone angle geometries at this lift condition. The heat transfer
results on the valve seat and seat sealing face clearly illustrated
the effect of the valve cone angle on the flow direction into the
valve passage. A 0 deg valve cone angle directed the flow in a
more radial direction and produced the largest separation area
from the valve seat face. This influence of valve cone angle on
flow direction into the passage resulted in a reversed characteristic
on the seat sealing face with a small valve cone angle suppressing
the flow separation area.

At L/D=0.18, those influences of the valve cone angle were
continued. The results on both seat sealing faces reflected the

0400 " ' ' ' ‘ significance of the valve cone angle on flow direction into the
0od .08 oo o 015 0.2 228 passage with the flow being fully separated from the valve seat

(8} face for the 0 deg valve cone angle configuration and separating
Fi e and reattaching for the 10 and 20 deg cone angle geometries. The

ig. 2 (a) Mass flow rate versus lift; variation of valve cone L - .
angle; (b) discharge coefficients versus lift; variation of valve liquid crystal data |nd|cateo! that Fhe separation area on the valvg
cone angle seat face was decreased with an increase in valve cone angle. This
effect was reversed on the seat sealing face with the separation
area being increased with a larger valve cone angle. The 10 and
L ) 20 deg cone angle geometries showed fully separated flow from
A flat valve shouldefO deg cone angle in Fig)3howed a first e seat sealing face with the passage flow being in regime IV for

change in slope at abouD=0.11 in the mass flow rate versusihese cone angle configurations. For the 0 deg cone angle geom-
valve lift plot (Fig. 2(@)) with a corresponding reductionin & gy the flow reattached at the trailing edge of the seat sealing
value, indicating a transition in flow regime, whereas the 10 andce which reflects transition to flow regime Ill for this

20 deg cone angle continued the effective mode of flow regim ; .

up to L/D=0.14. However, the 10 deg cone angle showed %é\;iu?::]rgritsry as concluded from the discharge coefficient

'grggle?ﬁgtetﬁga{f c?vev Igeﬂgfa‘etea:jg?:gﬁerfeo;/ﬁ\./g 22 avtvofgléjggxg- The influence of valve cone angle on passage flow characteris-
ics can therefore be summarized as follows. A large cone angle

=0.14, with the effective flow area remaining constant over . -2
small range of valve lifts, resulting in a small recovery in disSuppresses flow separation from the valve seat face resulting in an

charge coefficient, which was followed immediately by the floymProved flow performance in the low lift range. This influence of
also detaching from the seat fatteansition from flow regime 11 €ON€ angle is reversed in the medium to high lift range since a
to Ill). The latter was assumed to have produced the continucti8all cone angle directs the flow toward the plane of the cylinder
drop in discharge coefficients atD =0.16 as shown in Fig.(B). head, suppressing flow separation from the seat face. The flow
At L/D=0.19, the flow was thought to reattach to the valve fac®erformance of a small valve cone angle was therefore superior in
which was consistent with flow regime 1V. the medium to high lift range as compared with a large valve cone
The results for a 20 deg valve cone angle suggested that #gle. This behavior was consistent for all seat angles investi-
separation process from valve and seat face was a continuous gated. However, the effect became more significant as the valve
in the lift range betweeh./D=0.125 and 0.16. TanakK&] and seat angle was increased in that the flow separation from the valve
Annand[6], however, concluded that a 20 deg cone angle in corseat face was most pronounced for large seat angle configurations.
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Fig. 3 (a) Heat-transfer coefficient versus lift; valve seat; L/ID i - )
=0.06; (b) heat transfer coefficient versus lift; port seat; L/D Fig. 4 (a) Heat transfer coefficient versus lift; valve seat; L/ID
=0.06 =0.18; (b) heat transfer coefficient versus lift; port seat; L/ID
=0.18

Influence of Fillet Radius seat face, the effect of fillet radius for the 35 deg seat valves was
Three fillet radius ratiosR/D =0.20, 0.25, and 0.30vere in- found to be insignificant and discharge coefficient curves almost
vestigated and their influence on the flow behavior was examinedtched for the various fillet radii investigated.
for the various valve seat and valve head configurations. Results\s was observed for the valve cone angle, the effect of fillet
for the discharge coefficients are presented in Fig. 5 and Fig.rédius was most pronounced for the 45 deg valve seat geometries
respectively, for a 35 and 45 deg seat angle geometry, whiphesented in Fig. 6 foa 0 deg valve cone angle geometry. For this
reflect the general behavior of the influence of fillet radius ogeometry, a large fillet radius resulted in an improved flow per-
valve flow. formance in the lift range smaller than 0.05 with the influence
The results for the 35 deg seat angle, shown in Fig. 5, suggestdahost diminishing in the medium to high lift range 0<4R/D
that there was almost no influence of the fillet radius on the ger-0.25. It was reasoned that a large fillet radius would not induce
eral discharge characteristics over the full range of lifts invests much radial momentum in the flow as a small fillet radius,
gated. However, a small influence of the fillet radius was shown iesulting in a decreased flow separation area from the upper valve
the low lift range /D <0.08) and therefore in the region whereface corner and consequently producing higher discharge coeffi-
flow transitions were assumed for this geometry. A larger fillatients in this range of lifts. The investigation of Vafidis and
radius resulted in slightly higher discharge coefficients since \ivhitelaw [9] showed that for a 45 deg seat geometry a small
was assumed to direct the flow in a more downward directiseparation area was formed at the upper valve face corner at low
suppressing flow separation from the valve seat face at low lififts. The present results would suggest that the fillet radius had
which results in slightly higher discharge coefficients. In the mesome influence on the flow separation from the upper valve seat
dium to high lift range, where the flow was attached to the valviace corner, which would therefore explain its pronounced effect
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Discharge Coefficient va Lift Discharge Coefficient va. Lift
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F|?j 5 DiSCharge coefficients versus ||ft, variation of fillet F|g 7 Discharge coefficients versus ||ft’ variation of seat
radius angle

in the low lift range for only the 45 deg seat geometry. The smafiozzle shape, which resulted in high discharge coefficients at low
separation area formed at the upper corner of the valve séfis as compared with the other seat geometries. Furthermore, it
face was therefore suppressed by the axially directed flow foregas assumed that any flow separation area formed at the upper
larger fillet radius resulting in an improved flow performancalve face corner was decreased or suppressed for the 30 deg seat
in the low to medium lift range for that valve configuration. Ingeometry as the cone angle was increased. This characteristic of

the high lift range, however, the differences for the various filléhe 30 deg seat geometry resulted in an improved flow perfor-
radii were shown to be insignificant within the experimental errdnance at low lifts. A sudden drop in discharge coefficients oc-

band.

Influence of Valve Seat Angle

curred at a relatively low lift for a 30 deg sedt/© =0.05 in Fig.

8), which was assumed to be caused by early flow separation from
the shallow seat face. This transition point from flow regime | to
IV was the only discontinuity observed in the discharge coeffi-

The seat angle was varied between 30 and 45 deg in incremeient versus lift plot for a 30 deg seat as shown in Fig. 7 and Fig.
tal steps of 5 deg in the present parametric study and results foand hence the only change in flow pattern in the valve passage
discharge coefficients are shown in Fig. 7 and Fig. 8 for a 0 affier this seat geometry. This characteristic resulted in a poor flow

20 deg valve cone angle respectively.

performance in the medium to high lift range for this valve con-

A 30 deg seat angle generally showed very high discharge diguration. The present findings would therefore support the rec-
efficients at low lifts(i.e., Fig. 8. In this lift range, the valve ommendations of TanakgB] and Annand[6] to use a 30 deg
shoulder and the 30 deg seat formed the passage similar tvadve seat angle for valves that are predominantly operated at low

Discharge Coefficient va Lift
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Fig. 6 Discharge coefficients versus lift; variation of fillet
radius
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lifts due to their superior performance in this region, even though a0 0* Cone Angle, R/D=0.20
the range of effective operation for a 30 deg seat configuration |

was very small according to the current results. £00 o
For a 35 deg seat angle, the sudden drofgnobserved for the o ¢
30 deg valve seat geometry at arour/d = 0.06 was diminished 800 - Fi o
and resulted in a sharp but continuous decrease in discharge cc
efficients for increasing valve lifts, as shown in Fig. 8 for a 20 deg o0 E/& . G
valve cone angle. This characteristic was further relaxed as the i e

seat angle was increased to 40 and 45 deg, which may be ex¥
plained by the fact that the early separation from the seat face fori 500 1

the 30 deg seat angle was a sudden one and resulted in a shaig —0— 30" Va.Seat-Re=1.20 E+05
decrease in discharge coefficients, whereas for a larger seat angl* a0 o— 35" Va.Seat-Re=1.28 B405
this separation process was delayed and produced a continuou —t— 40" Va.Sesl-Re=1.26 E+05
decrease in flow performance. The latter characteristic was indi- 300 % - 45" Va Sest-Re=1 20 E+5
cated in Fig. 8 in that the transition from flow regime | to presum-
ably IV for a 20 deg valve cone angle was considerably delayed as ~ #® x X___mf"—"/?‘
the valve seat angle was increased. POV S . —

The recovery in discharge coefficient, which occurred at ap-
proximatelyL/D = 0.04 for the 30 deg seat geometry having a flat o i i
valve shoulder, was also reflected for the 35 deg seat geometrie! ¢ 1 2 3 4 5 & T B 8 10 11 1z
with a 0 and 10 deg valve cone angleldD =0.06 as shown i.e.,  (a] Seat Length [mm)]

in Fig. 7 for a 0 deg valve cone angle. However, this temporary

improvement in discharge coefficients at relatively low lifts was 207
decreased for a 40 deg valve seat angle. The recovery in flow
performance was assumed to be produced by an increased radiall s 5
diverted flow in case of a small valve cone angle suppressing flow
separation from the seat face which resulted in the effective flow
area remaining constant over a small range of valve lifts. The 445
effect was consequently most pronounced for a shallow seat anc
continuously decreased as the seat angle was increased.

The large increase in discharge coefficients in the medium lift
range was observed for only the 35 deg and 40 deg seat angle
geometries having a flat valve shouldérdeg valve cone angle
shown in Fig. 7, with valves fo€p exceeding 0.9 in case of a 40
deg seat angle, which could be of significant interest for practical
inlet valve designs. This peculiar characteristic was therefore a
combined effect of valve shoulder and valve seat angle and it was ] —— 30" Seat-Re=1,26 E45
explained in Part | of this paper as a result of a delayed flow & 35" Sost-Fn=1,28 E+05
separation from the seat face leading to a significant pressure re ., o 40" Saat-Ra=1.25 E05
covery in the valve passage and consequently high flow perfor- s 45° Sagl-Fe=1.20 E405
mance. However, the steep rise was followed by a sharp drop in o ; ] ; i
flow performance with discharge coefficients being similar to the ¢ 1 2 3 4 5 & 7 & 9 W 1
other seat geometries investigated at high lift$0{>0.16). i) SentLaugth ]

The 45 deg seat angle valve had a generally inferior perfor-
mance in the low I'ft_ range and Showe_d the transition to the fOliirig. 9 (a) Heat transfer coefficient versus lift; valve seat; L/ID
flow regimes as outlined in Part | of this paper 80 and 10 deg —0.12; (b) heat transfer coefficient Fig. versus lift; port seat;
valve cone anglésee Fig. 7 for a 0 deg valve cone angl€éhe [/p=0.12
transition from flow regime | to Il was delayed for the 10 deg
valve cone angle as a result of suppressed flow separation from
the valve seat face caused by the larger valve cone angle. The
change to flow regime Il was immediately followed by a further
transition presumably to flow regime Il &/D=0.14 and con- the flow being fully separated for the 40 and 45 deg seat angle
tinued toL/D =0.18 where the final state of flow was reached fOConﬁguration, respectively. This effect of the seat geometry on
this valve geometry. flow separation was the opposite on the seat sealing face with the

The 20 deg cone angle showed only one clear transition for thigw for the 30 and 35 deg being fully separated and therefore in
45 deg seat geometiggshown in Fig. 8 at./D=0.15) in agree- flow regime IV for these seat configurations, which was in agree-
ment with the findings of Tanak@]. The transition was therefore ment with the flow interpretation from the discharge coefficient
assumed to be from flow regime I to IV with suppression of flowneasurements. For the 40 and 45 deg seat geometry, the passage
regime Il and IlI, which resulted in a smooth change in the slogow was in regime Il and attached to the sealing face at passage
of the discharge coefficient graph for increasing valve lifts. exit at this lift condition. The 40 and 45 deg seat geometries

The occurrence of the different flow regimes was verified fromrepresented the only seat configuration indicating flow regime I
heat transfer data in the valve passage which are presented foriththe present investigation.
lift condition L/D=0.12 andL/D=0.18 in Fig. 9a,b) and Fig. The data presented for the lift configuratibhD =0.18 in Fig.
10(a,b), respectively, foa 0 deg valve cone angle. The heat transt(a,b) continued this trend of the influence of valve seat angle on
fer results clearly reflected the pronounced effect of the valve sdlatw separation. The reattachment location on the valve seat face
angle on flow separation and the location of flow reattachmentmbved in downstream direction as the seat angle was increased
low lifts. The results at the lift conditioh/D =0.12 clearly illus- with the flow being fully separated from the valve seat face for the
trated that the reattachment location on the valve seat face mov&ddeg seat configuration at this lift condition. The heat transfer
in downstream direction for an increase in valve seat angle witloefficient distribution on the seat sealing face indicated fully
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Fig. 10 (a) Heat transfer coefficient versus lift; valve seat;
L/D=0.18; (b) heat transfer coefficient versus lift; port seat;

L/D=0.18

ometries indicating the transition points to the four modes of flow.
For the other valve geometries investigated in the current study,
flow regime 1l and Ill were suppressed.

Conclusions

The present parametric study of the influence of valve geometry
on inlet port flow showed that a variation of valve cone angle
defined the flow into the passage over the full range of valve lifts
with its influence decreasing towards high valve lifts. A small
valve cone angle directed the flow radially, which suppressed flow
separation from the seat sealing face in the medium to high lift
range but enhanced the tendency of the flow to separate from the
valve seat face. This influence resulted in a reversed effect at low
lifts. A large valve cone angle induced an increased axial momen-
tum in the flow and guided it into the passage, which resulted in
high discharge coefficients in this lift region.

The fillet radius was found to have a minor influence on the
flow characteristics for 30, 35, and 40 deg seat geometries. Some
influence of the fillet radius was observed at low valve lifts and
was most pronounced for a 45 deg seat geometry.

The influence of the valve seat angle on the valve performance
characteristics was most significant of all the geometrical param-
eters varied. In the low lift range, discharge coefficients continu-
ously decreased as the valve seat angle was increased. In the
medium to high lift range this effect was shown to be reversed
with a 45 deg seat geometry becoming the best performing
geometry.

An interesting characteristic was observed for the 35 and 40
deg valve seat geometries having a flat valve shoulder with the
discharge coefficients rising to relatively high values in the me-
dium lift conditions making these geometries of significant inter-
est for actual engine valve designs.

The current study presented the first large scale investigation of
the valve geometry effects on port flow characteristics by combin-
ing experimental data from flow and heat transfer measurements
to obtain highly detailed information about the influence of the
geometrical parameters on the flow characteristics in and around
the valve passage.

Nomenclature

o
0

O o
I

discharge coefficient
differential

= valve head diameter
inlet port diameter

heat transfer coefficient
valve lift

kinematic viscosity
pressure

valve fillet radius

= Reynolds numbefpDpv,/u}
va = Vvelocity of inlet flow

=

T

— O
T
I

DO O
Il

Py
@

separated flow for the 30, 35, and 40 deg seat geometries with
the _flow r_eattachlng to the trailing edge for the 45 deg se@{aferences
configuration. . .

The liquid crystal data therefore confirmed an early transition tot™ ,I&Lékl\jizcz'fbb 1335'_35{‘8 Pressure Drop through Poppet Valves,” Trans.
flow regime IV for the 30 and 35 deg seat geometry with the flow 5] | ewis, G.'W., and Nutting, E. N., 1918, “Airflow through Poppet Valves,”
being fully separated from the seat sealing face, which resulted in  NACA Report, No. 24.

the inferior performance in the medium to h|gh lift range for thesel3] Tanaka, K., 1929 “Airflow Through Suction Valve of Conical Seat,” Aero-
seat configurations nautical Research Institute Report, Tokyo Imperial University, Part 1, pp. 262;

o . Part 2, p. 361.
The variation in seat angle had the most pronounced effect Ol4] Wood, G. B., Hunter, D. U., Taylor, E. S., and Taylor, C. F., 1942, “Air Flow

the discharge characteristic of all three valve parameters varied in through Intake Valves,” Trans. of SABQ, p. 212.
the present investigation. In the low lift range discharge coeffi-[5] Kastner, L. J., Williams, T. J., and White, J. B., 19631964, “Poppet Inlet
cients steadily decreased as the valve seat angle was increasedVaIve Characteristics and their Influence on the Induction Process,” Proc. Inst.
. . . I Mech. Eng.,178 Part 1, No. 36, pp. 955-975.

from 30 to 45 deg, which was reversed in the high lift ra$®v 6] Annand, W. J. D., 1969, “Engine Breathing,” Auto. Eng., pp. 50-55.
regime 1V) when the flow started to reattach to the valve seat but[7] Pope, J. A., 1967, “Techniques Used in Achieving a High Specific Airflow for
was fully separated from the seat face. The four flow regimes High-Output, Medium-Speed Diesel Engines,” ASME J. Eng. PoWéy pp.
were thought to be exhibited only by the 45 deg seat geometry,,, 255275

. . L . 8] Bicen, A. F., and Whitelaw, J. H., 1983, “Steady and Unsteady Flow through
having a 0 and 10 deg cone angle. Three discontinuities in th

ey an Intake Valve,” Imperial College, Mech. Eng. Dept. Report, No. FS/83/11.
mass flow characteristic were solely observed for these seat gg9] vafidis, C., and Whitelaw, J. H., 1984, “Steady and Pulsating Air Flow
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Measurements and Predictions of
a Highly Turbulent Flowfield in a
Turbine Vane Passage

R. W. RadOmSkW As highly turbulent flow passes through downstream airfoil passages in a gas turbine
engine, it is subjected to a complex geometry designed to accelerate and turn the flow.

K-.A- Thole This acceleration and streamline curvature subject the turbulent flow to high mean flow
e-mail: thole@vt.edu strains. This paper presents both experimental measurements and computational predic-

. o tions for highly turbulent flow as it progresses through a passage of a gas turbine stator
Mechanical Enginegring Department, vane. Three-component velocity fields at the vane midspan were measured for inlet tur-
Virginia Polytechnic Institute and State bulence levels of 0.6%, 10%, and 19.5%. The turbulent kinetic energy increased through
University, the passage by 130% for the 10% inlet turbulence and, because the dissipation rate was

Blacksburg, VA 24061-0238 higher for the 19.5% inlet turbulence, the turbulent kinetic energy increased by only 31%.

With a mean flow acceleration of five through the passage, the exiting local turbulence
levels were 3% and 6% for the respective 10% and 19.5% inlet turbulence levels. Com-
putational RANS predictions were compared with the measurements using four different
turbulence models including thegg-Renormalization Group (RNG) &-realizable ke,

and Reynolds stress model. The results indicate that the predictions using the Reynolds
stress model most closely agreed with the measurements as compared with the other
turbulence models with better agreement for the 10% case than the 19.5% case.
[S0098-220200)00804-X

Introduction Past Studies

As highly turbulent flow exiting the combustor of a gas turbine The effect of streamline curvature on the structure of the turbu-
engine passes through a downstream airfoil passage, this flent boundary layer flows was extensively discussed in a review
experiences high rates of strain as a result of acceleration dnBradshaw{4]. In this discussion, Bradshaw noted that eddy
streamline curvature. Airfoil surface heat transfer measuremenitiscosity models tend to underestimate the effects of the second-
particularly on the pressure side, have local convection coeféity strain on the Reynolds stresses since the coefficients of the
cients for a highly turbulent flow as much as two times that fdPrimary and secondary strains are modeled to be equal. Bradshaw
low turbulence conditiongAmes[1] and Radomsky and Thole [4] noted that extra rates of strain, such as streamline curvature,
[2]). One of the goals for the turbine industry is to predict hedtad a large impact on the Reynolds stresses and suggested that a
loads on the turbine airfoils through the use of either a boundamultiplier of ten be placed in front of the extra strain rate term to
layer or a full Reynolds-averaged Navier-StoK®ANS) code. &ccount for the increased turbulent stress.

Prior to making boundary layer and, ultimately, heat transfer pre-Launder et al[5] performed an analysis on a boundary layer
dictions, it should be proven that the core flow inside the passaja¥ over a curved surface using a full Reynolds stress closure
can be accurately predicted since it would provide an exterd2Cd€l- By combining the effects of the generation as well as the
boundary condition for the boundary layer calculations. pressure-strain effects Launder et e8] showed an eight fold

g . lification of the secondary strain term, which is close to the
Although predicting these turbulence levels might be thought gmpPIiie L .
as a first step, there is a lack of experimental data used for vern_ultlpller of ten suggested by Bradshdj. Their analysis sug-

fying these computational predictions. This scarceness in quasgsts that the full Reynolds stress closure models give a better

benchmark data is particularly evident at turbulence levels rr_presentation of the effects of extra rates of strain, such as
P Y treamline curvature.

eyant to those exiting a gas trbine combustor, which can be aurban and Spezialé] examined the assumption of local isot-
high as 20 to 30%Goldstein et al[3]). This paper presents both ., i the presence of mean strain. Analysis of the transport
experimental measurements and computational predictions oL &jation for the dissipation tensor showed that for the local isot-
h|g_h|y turbulent flow convecting through a turbine vane Passaggny to be a valid assumption, the ratio of the turbulent time
atinlet turbulence levels of 0.6%, 10%, and 19.5%. In the passag&jes to the mean rate of strain should be snsls<1. This
the flow encounters strong streamline curvature and an accelggio is rarely satisfied for many applications and particularly for
velocities. The experimental measurements include all three cogtreamline curvature are present.
ponents of mean and fluctuating velocity qua_ntities measured WithLakshminarayana'E7] review on Computation of turbomachin-
a laser Doppler velocimeter. RANS calculations were completegly flows is in agreement with the above discussion in that for
using four different turbulence models including the followingflows with high streamline curvature a full Reynolds stress closure
standarck-e, RNG k-z, realizablek-¢, and Reynolds stress model.model should give improved results over two-equatkes mod-
els. Lakshminarayan@] suggested that the isotropic assumptions
ICurrent address: United Technologies Research Center, 411 Silver Lane, Hasthe two-equation models do not allow accurate flowfield pre-
Hartford, CT 06108. S - dictions when there is streamline curvature. Lou and Lakshmi-
Contributed by the Fluids Engineering Division for publication in ti&JBNAL narayana[8] predicted the effects of streamline curvature on wall
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . .
August 30, 1999 revised manuscript received July 10, 2000. Associate Technifdlbulence for flow in 90 and 180 deg ducts. Their results showed
Editor: P. Bearman. the standard-e model failed to predict the damping of the turbu-
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lence near the convex wall and failed to predict the enhancem@iable 1 Geometrical and flow conditions for the stator vane
of the turbulence near the concave wall. The Reynolds streggpmetry

model, with the standard transport equation for dissipation, was Scaling factor 9
able to prgdlct the suppression qf the turbulgnce near the convex Scaled-up chord length 59.4 om
wall but still somewhat underestimated the increased turbulence Bitch / chord 077
near the concave wall. 1tch / chor 4 :
With respect to streamline curvature, flow through a turbine Span / chord 0.93
vane passage can be compared to that through a curved duct. The Re;, 2.30x10°
difference between these two flows, however, is that there is an Inlet and exit angles 0° and 78°

added strain due to the flow acceleration through the passage in
the case of a turbine vane. Another difference is that higher inlet

turbulence levels are being considered for the turbine vane Cas€@s 33 chords upstream for the 10% and 20% cases Wet®

Ce__ . .
warrant an evaluation of the various turbulence models for hi%?ﬁilnlz)zd 0.12, respectively, and were uniform across the span to

turbulence flows through a turbine vane passage. For the results reported in this paper, the velocity field measure-

. - . ments were taken at the vane mid-span from mid-pitch to mid-
Experimental Facility and Instrumentation pitch around the central vane. A Cartesian coordinate system, with
For these studies, a first stage gas turbine vane geometry W origin at the flow stagnation point, as shown in Fig. 1, was
scaled up by a factor of nine to allow for high measurement resmaintained for all measurements. Flowfield measurements, which

lution. The vane test section is shown schematically in Fig. included all three velocity components and rms velocities, were
Although the inlet Reynolds number was matched for the engimeade with a two-component laser Doppler velocimelebV)
operating at altitude conditions, the Mach number was nutith digital burst correlator processors. For the 0.6% freestream
matched. Prior to predicting the more complicated case of coitwrbulence experiments, 10,000 data points were taken for the
pressible flow, however, assessing turbulence models at incomean and rms statistics. For the 10% and 19.5% freestream tur-
pressible conditions is needed. bulence experiments, 25,000 data points taken in coincidence
The construction and development of the scaled-up stator vamede were averaged to determine the mean, rms values, and Rey-
test section have been previously documented by Kang g]al. nolds shear stress. The measured velocities were corrected for bias
Kang and Tholg[10] and Radomsky and Tholgl1]. The test errors using the residence time weighting correction scheme. Au-
section consists of a central vane with leading edges of two adjacorrelation length scales were measured with a single sensor
cent vanes to give two vane passages. The initial portion of thet-wire having a length of 1.5 mm, and diameter of 4 microns. A
outer sidewall exactly matches the profile of an adjacent vane. gamplete description of the measurement techniques is given in
the point where an adjacent vane geometry stops for the ouRadomsky and Tholgl1].
vane, the flexible wall was positioned such that the pressure dis-The uncertainty estimates were made using the procedures out-
tribution on the central vane matched an inviscid pressure distiired by Moffat[13]. The precision uncertainties for the 10% and
bution numerically predicted for a two-dimensional periodic cas20% inlet turbulence levels were estimated using a 95% confi-
cade at low-speed conditions. As will be shown later in this papetence interval. The precision uncertainty for the mean velocities
tailboards and sidewall bleeds insured periodic flow in the twwas 0.8% for both the 10% and 20% turbulence levels while the
passages surrounding the central vane. The thickness of each daals uncertainty for both was estimated to be 1%. The precision
wall boundary layer at one chord upstream of the vane was 9%uwfcertainty for the rms of the velocity fluctuations was 2.0% for
the total span. A description of the turbine vane geometry atide 20% inlet turbulence case while the uncertainties in the mea-
operating conditions is given in Table 1. sured Reynolds shear stress was estimated to be 12%. The preci-
An active-grid turbulence generator, described in detail bsion uncertainty for the rms of the velocity fluctuations was 2.2%
Bangert et al[12], was placed at 1.9 chords upstream of the varfer the 10% inlet turbulence case while the uncertainties in the
stagnation. The turbulence generator used high velocity jets blomeasured Reynolds shear stress was estimated to be 11%. For the
ing in both the upstream and downstream directions to gener&igi-wire measurements, the precision uncertainty for the 20%
turbulence levels between 10% and 20% measured at 0.33 chagase for the mean and rms velocities were 3.5% and 4.8%, respec-
upstream of the vane stagnation location. The integral length sctikely, while the uncertainty in the integral length scale was esti-
mated to be 12.4%.

Computational Methods and Turbulence Models

Active turbulence The RANS calculations were performed using a pressure-based
ﬁi‘ie;‘;tgng"d Window ﬁ/ flow solver whereby the pressure and velocity are coupled using
— the Semi-Implicit Method for Pressure-Linked Equations
-—o— (SIMPLE) algorithm (Patankaf14]). Second-order discretization
-F was used for the turbulence and RANS equations. The solver
17.8b chosen for this study was from the commercial package FLUENT/
Yt eog> Inlet Plexiglass UNS (FLUENT 5[15]) providing solution adaptive grid capabili-
measurement | 7Y wall ties and offered a number of different turbulence models for
location comparisons.
<o ™~ The two-dimensional computational domain used in this inves-
tigation is illustrated in Fig. 2. The inlet boundary condition was
< o> placed one chord length upstream of the vane stagnation where
the incoming velocity field is unaffected by the presence of the
Boundary — vane. The outlet boundary location, determined through a number
layer 16b Flow removal to of CFD studies to insure that the location did not affect the cal-
bleeds 0.33C culations, was placed at one and a half chord lengths downstream
88b | downstream of test ' p 9
1.9C ' section of the trailing edge of the vane. Periodic boundary conditions,
whereby the domain was split at the flow stagnation location,
Fig. 1 Schematic of stator vane test section were used everywhere except for the inlet, outlet, and vane sur-
Journal of Fluids Engineering DECEMBER 2000, Vol. 122 / 667
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tions. Numerical uncertainty, in terms of the convergence criteria,
was assessed by comparing the lift coefficient for what was con-
sidered to be a converged case and comparing that with a case
with more iterations. The lift coefficient was determined by inte-
periodic grating_ the vertical force around the airfoil. The difference in lift
coefficients between these two cases was 0.07% for over 600
iterations.

As discussed earlier, several turbulence models were compared
for predicting the high turbulence convecting through the turbine
vane passage. The turbulence models used werd-thenodel
(Launder and Spaldind.7]), RNG k- model(Yahkot et al[18]),
1.5C realizablek-¢ model (Shih et al.[19]), and the Reynolds stress

model(Launder et al[5]).

The standard-s, RNGk-¢, and realizablé-¢ models are simi-
lar in that the models use an eddy viscosity and mean velocity
gradients to calculate the Reynolds shear stress as in the following

outlet

suction side

periodic

equation
inlet . _ s [V Vi 2 _an) y
pressure side pU; U; —Mt( % + x| 3 pK+ % Sij 1)
The eddy viscosity is calculated for both tke model and the
|<———1 C—>| RNG k-¢ model at high Reynolds models using the following

relation

Fig. 2 Computational domain modeling a single passage of a K2

vane cascade = PC#? )

hereC,, is a constant value of 0.09 for ttkee model and 0.0845
r the RNGk-e model. Note that no changes were made to any of
le model constants when using these models for the predictions

esented in this paper. At low Reynolds number conditions an
additional differential equation is solved for the turbulent viscos-

face. The inlet boundary condition was set to a uniform velocity tg
match the turbine inlet Reynolds number given in Table 1. Th[
boundary condition at the exit was specified as an outflow boun
ary condition, which assumes that the flow gradients are small.

no:ugt?r?dl{rr:?:;%iggnsﬂﬂg%ga;vﬂggfee% act; ;ﬁé{%ﬁ%ém.age‘ ity. The difference between thes and RNGk-& model is that for
: . : ’ e RNG k-¢ model the constants were optimized to give im-
Inc., 1998 was used in which quadrilateral cells were placed negfrgved performance. In addition, the RNG: model has a higher

the surface of the vane and tetrahedral cells were used in order expansion term in the transport equation for the turbulent
freestream region. The near-wall region, which was not the focys P P q

of this study, was modeled in all of the stator vane simulation [ssipation rate, defined below

using non-equilibrium wall functions given by Kim and cﬂpyﬁ(l_ 7l 7o) €2

Choudhury[16]. The near-wall cell was located between 30 R:1+—,83? (3)

<y*<60 to insure proper usage of the wall functions. A grid K

sensitivity study was performed in which a series of increasingly Eq. (3), # is the ratio of the time scale=S K&, previously

finer meshes were examined. Figure 3 shows the normalized tatiicussed. This additional term affects the amount of destruction

velocity, [U|/U;yer, @and turbulent kinetic energk/U;, .2, at a of dissipation in the transport equation. For small values,oR

location just downstream of the flow stagnation locatioX&® — 0, but for large values of), » will exceed,, and theR term

=0.06 for grid sizes ranging in size from 12,000 to 154,000. Vedyecomes negative increasing the overall dissipation rate and de-

little difference is observed in either the total velocity or turbulentreasing the turbulent viscosity. Since the Reynolds stress is com-

kinetic energy for the cases with greater than 31,000 cells. Thated using Eq(1), it should then be expected that in regions of

results presented in this paper for all the turbulence models are fogh strain rates the RN®¢ model would predict lower Rey-

the larger mesh with 154,000 cells. Convergence for the casesdlds stresses than would the: model.

presented in this paper was typically achieved after 6000 itera-The realizablék-¢ model used in this study, developed by Shih
et al. [19] also calculates the Reynolds shear stress based on a
turbulent viscosity and the mean velocity gradients. The differ-

s 71— 030 ence for this model is that there are imposed constraints such that
"""" N=12,000 ] the normal stress is always positivai’€>0) and that the
- — N=31,000 1 025 ) > ; g .
4F . N=73.000 ] Schwarz inequality is not violated. From Ed) it can be easily
— N=154,000 Jom seen that when a large strain rate occurs a r!egative normal stress
s L , ’ can resulp To satisfy these cqnstralnts, a varlab!e fqu@ pthat
o AR 015 U is a_fun_ctlon of the mean strain rate, turbulent kinetic energy and
inkt inle dissipation rate was developed. Shih et 48] also used a differ-
2r 110 ent form of the dissipation equation that was developed from the
] dynamic equation of the mean-square vorticity fluctuation at large
1r 1 005 turbulent Reynolds numbers. In this formulation, the production
] of dissipation is proportional to the mean rate of strain. The form
0 1 L . - L 0.00 of the dissipation transport equation used in the realiz&bte
08 07 06 -Y0}15> 04 03 02 model is thought to provide a better representation of the spectral
energy transfer.
Fig. 3 Normalized total velocity, |U|/Uiye . and turbulent ki- The Reynolds stress model used in this study is in the form
netic energy, k/UZ , for different grid sizes at  X/P=0.06 for ~ given by Launder et a[5]. To reduce numerical instabilities, the
the 19.5% case turbulent diffusion termDE , was modeled following the sugges-
668 / Vol. 122, DECEMBER 2000 Transactions of the ASME
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tion of Lien and Leschzinef20]. The pressure strain term wasmeshing scheme was employed. To accurately resolve the separa-
modeled using a second order technique suggested by SpeZiale region near the end of the turn, however, the first grid point
et al.[21] since it was suggested to be more accurate for streanear the wall was located gt =1 and a two-layer zonal model

line curvature flows. The final term requiring modeling is thevas usedWolfstein[23]). Note that no separation occurs for the
dissipation tensor, which is modeled assuming the dissipative marbine vane case. The inlet boundary condition was specified at
tion is isotropic. The dissipation transport equation used for theur channel widths upstream of the turn. The inlet conditions
Reynolds stress model is the same as that used in the stdadardused were tabulated mean and turbulence values reported by Mon-

model. son and Seegmillef22] from their experimental measurements.
The outflow boundary condition was located twelve channel
Computational Benchmark in a 180 Degree Duct widths downstream of the end of the turn. After performing grid

nsitivity studies, the resulting mesh contained 210,000 cells.

As a validation of the computational code used in the pres ?sults from these simulations are shown in Figs) 4hrough
study, simulations of flow through a 180 deg duct were compar 9

to experimental data by Monson and Seegmil20] at a Rg,
=1X10°. This particular benchmark served to validate the comg
putational models for a flow having strong streamline curvatur

To be consistent with the stator vane simulations, a hybri(gr'-I

Figure 4a) shows the mean component of the streamwise ve-
city taken at the 90 deg location, which is halfway through the
rn. Note thatn/W is the normal coordinate measured outward
om the inner convex wall. As can be seen, with the exception of
the standardk-e model, the turbulence models are able to predict
the high velocity region near the inner wall. The mean velocity
2071 CTT T T o] near the outer wall is underpredicted by each of the turbulence
1 ] models, which is similar to the results by Lou and Lakshmi-
narayand8] who also performed simulations on the U-duct but at
a higher Reynolds number. The difference between measurements
and predictions near the outer wall may be the result of three-
dimensional effects in the experimental measurements that are not
being modeled in these two-dimensional predictions.
Figures 4b) and 4c) show the measured and predicted turbu-
lent kinetic energy and Reynolds shear stress at the 90 deg loca-

inlet

0.0 [ ] tion. The standardét-e model greatly over-predicts the magnitude
[ # of both the turbulent kinetic energy and shear stress. The RNG
o5t ] model fails to predict the damping of both the turbulent kinetic
@) 0.0 0.2 04 W 06 038 10 energy and Reynolds shear stress near the convex inner wall and

underestimates the turbulence increase near the outer concave
wall. The realizablek-e model results do indicate a suppression

0035 ¢ L o and an increase of the turbulent kinetic energy for the convex and
0.030 F e ] concave wall, respectively. As shown in other studies, the Rey-
E So cae . nolds stress model was able to accurately predict both the damp-
0025 |7 WU, T ] ing near the inner wall as well as the enhancement near the outer
0020 F / -~ 11({1?161(-8 ] wall. Figures 4a)—4(c) give validation that the code used in this
W v?) /-~ realizable k¢ e study predicts results similar to that already published for flows
(ZUMZ) 0.015 |/ T _RSM )? _f B with streamline curvature alone. The next step is to determine
0010 k7~ - N R /c;% 1 whether the turpulence mgdels can .adequately predict. the tur.bu-
7N « bo - T~ N ] lence fo_r flow with the additional strain of flow acceleration, as in
0.005 H o \o/_ Phe N\® the turbine vane passage.
0.000 Sl — :
0.0 0.2 0.4 0.6 0.8 1.0
(b) W
040 Inlet Conditions for the High Turbulence Turbine Vane
' ] Studies
0.030 L J ] The inlet turbulence conditions for the computations at one
I 7, N ] chord upstream were determined from measured values at one-
[ ke ] third chord upstreanfoptical access for the measurements was not
L T~ RNGke R available at one chojdThe turbulent quantities, andk, were set
[T - —;{e‘s‘ll\‘fableki ] at one-chord upstream by performing trial-and-error simulations
0010 [ / - until the predicted values at one-third of a chord upstream
matched the experimental measurements.
0.000 The dissipation rate was determined from measured energy
spectra of the streamwise velocity fluctuations. Typical energy
OO T T R spectra for the streamwise fluctuations, measured at one-third
00 02 04 0.6 0.8 1.0 chord upstream at both turbulence levels, are shown in Fig. 5
(© W along with a comparison to the von Karman spectra and the uni-

fied relation given by Mayle et al.24]. The measured spectra
agree well with both correlations and show the existence of a
well-defined inertial subrange. The inertial subrange region was

Fig. 4 (a) Comparison of measured and predicted streamwise
velocity profiles, U/ Uyt ,» (Monson and Seegmiller  [22]) at the
90 degree location in the turn;  (b) comparison of measured and

predicted normalized turbulent kinetic energy, (U 2+v'2) U2 used to cgilculate the di.ssipation rate by performing a curve fit to
(Monson and Seegmiller [22]) at the 90 degree location in the the following formula(Hinze [25] and Ames1])

turn; (c) comparison of measured and predicted normalized Ey(xy)=1 6118/5582’31(5/3 4)
Reynolds shear stress, u'v'/U%, (Monson and Seegmiller Bt ' !

[22]) at the 90 degree location in the turn Table 2 gives the measured and predicted turbulent kinetic energy
Journal of Fluids Engineering DECEMBER 2000, Vol. 122 / 669
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Fig. 5 Comparison of measured and predicted one- 025 T T
dimensional energy spectra at one-third chord upstream of the o~ U LD - k/U;..mz LDV
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values and dissipation rates at one choXd@=—1) and one- v
third chord. X/C= —0.33) upstream of the vane for both 10%  wmu N
and 19.5% inlet turbulence levels. w 0.10

To determine the turbulent kinetic energl), measurements inlt
were taken across the entire pitch of the two flow passages sur- 0.05

rounding the central vane. Figuréa§ shows the normalized rms
levels of the streamwiseau(/U;pep), cross-streamu’/Uj,e), and ‘ il A
the spanwiseW' /Uy Velocity fluctuations as well as the nor- ) -1.0 0.5 3/‘; 0.5 10
malized turbulent kinetic energy measured at one-third chord up- ) . .
stream of the vane stagnation for the high turbulence case. T’%@- 6 (&) RMS levels of the velocity fluctuations in addition to
average turbulence level at this location is 19.5%. All three rrﬁgre C%?;frlijt:i?ioind F;(r/egfted gtoirl‘?:“;:gt ttuorthI‘Jlleenttels(tng((::tig:_ at
Ieyels are Clqse to/the same value Wlth only §I|ghtly Iowgr Spaﬁ(_/gc),‘l=—0.33 for'the lg.g!’e/:) ‘case; (b) RMS levels of the velocity
wise fluctuationsw’/Ujpe Th.e maximum deviations rEIat'Vf:" to luctuations in addition to the computed and predicted normal-

the average for the streamwise, cross-stream, and spanwise filiCq  p jent kinetic energy distribution, kil U3, , at the inlet to
tuations were 7.5%, 10%, and 6.9%, respectively. The maximufy test section at X/ C=—0.33 for the 10% case

deviation of the streamwise rms velocities to the average value

across the vertical span of the turbine vane was 2.8% for the 025 e

19.5% case. Figure(8) also illustrates that the rms levels of the E o Tu=19.5% ]
streamwise fluctuations measured using a hot-wire agree well with 020 Lo ke ]
the LDV measurements. The turbulent kinetic energy levels given i f;’l‘i}z:lfleh
as the inlet boundary conditions at one chord upstream for all of — RSM S

the turbulence models are reported in Table 2. Figyae $hows

that for the givene andk value at one chord upstream, the pre-

dictedk value for all of the models agrees with that measured at

0.33 chords upstream. Figuré shows the same information as

in Fig. 6(a) but for the lower turbulence level case of 10%. Again,

it can be seen that the measured and predicted turbulent kinetic

energy agrees well at this location. b
A comparison between the measured and predicted normalized 0.00

1 L 1 |
turbulent kinetic energy and dissipation rate approaching the vane () 03 04 03 P 02 ol 00
stagnation are illustrated in Figs(aJ and 7b) for the 19.5%
turbulence case. Although the initial conditions specified for the 020
turbulence models at one chord upstream are higher than at the Lo Tu=19.5% ; /’,
0.33 chord location, the majority of the reduction occurs well [ "—"—-Iﬁfzcke Sl
0.15 i -

- — realizable k€ Ly i

Table 2 Measured and predicted inlet turbulence conditions 5 i
/U, 20,10

X/IC=-1 X/C=-0.33
Measured 10% inset No optical access kluﬁﬂet:O'Ols 005 [ i
sC/U3,,=0.0098
Predicted 10% inlet k/U2, .=0.026 k/U2, .=0.015 L 1
|néet |glet 0.00 - I R R PR | . N
eC/U;=0.027 eC/U;,=0.0098 05 04 03 02 0.1 0.0
Measured inlet 19.5% No optical access k/U2,_.=0.0584 (0) X/

inlet

sC/Uﬁﬂet:0.0519 Fig. 7 (a) Comparison of measured and predicted normalized
. . turbulent kinetic energy,  k/ U2, , approaching the vane stagna-
Predicted 19.5% inlet k/U2,,=0.134 k/UZ,,=0.0584 tion for the 19.5% case; (b) comparison of measured and pre-
eC/U3,=0.245  ¢C/U3,=0.0519 dicted dissipation rate, &£C/ U3, , approaching the vane stagna-
tion for the 19.5% case
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Fig. 8 Profiles of normalized streamwise, Ul Uyt » and pitch- _Fig. 9 Measured and predicted normalized freestream veloc-
wise, V/Upe ., velocity at the inlet to the test section at ~ X/C 'V |Ul/ Uinie: , around the vane at several turbulence levels
=-0.33

passages surrounding the central vane. To allow for an easier

upstream of the test section. At 0.33 chords, both the turbuleg@mparison with predictions, the pitc'{P) position for the data
kinetic energy and dissipation rate are relatively flat but increaés numerically shifted to show contour levels between two ad-
when approaching the vane. Note that the dissipation rates i@€ent vane stagnation points. The smoothness of these contours
only reported up toX/P=—0.2 because the velocity is quickly indicates the good p_eriodicity between_the two passages. The
decreasing and the turbulence levels are very high making th@asured total velocity contours at an inlet turbulence level of
hot-wire measurements invalid. All four turbulence models prel9.5% (Fig. 10b)) is similar to that of the low inlet turbulence
dict a rapid increase in the turbulent kinetic energy, but with vangondition(Fig. 10a)) with the exception that there is a larger high
ing peak levels. The RNG-¢ and Reynolds stress turbulencespeed region on the suction side of the airfoil for the high turbu-
models predict more realistic peaks when comparing with the eience. This larger high speed region is due to the transition of the
perimental measurements. Both experimental measurements Bagndary layer occurring earlier when the turbulence level is
predictions show that the dissipation rate is essentially constanthigher causing a thickening of the boundary layer and a higher
to X/P=—0.2. Closer to the stagnation point, all four turbulencéPeed inviscid region. Figures () and 1Qd) show total velocity
models overpredict the kinetic energy and predict a dramatic ifontours for thek-e and Reynolds stress models for the 19.5%
crease in the dissipation rate. case. The total velocity contours for the RN& and realizable
Figure 8 shows the streamwise and pitchwise mean veloclys models are very similar to that of thes model predictions.
profiles at low and high freestream turbulence levels across tA# four turbulence models predict the low speed region near the
two flow passages around the central vane. Even though the géﬁa.gnatlon region as well as the acceleration as the flow enters the
erated turbulence levels from the active-grid are very high, the
mean flowfield is unaffected. Figure 8 also shows the predicted
mean velocity profiles using the Reynolds stress model. Although @ 1007
not shown, at this streamwise location, all of the turbulence mod- 075
els agree well with each other and the experimental measure- ;4
ments. Near the edges of the test section, the measurements devi
ate slightly from the predictions due to the development of
boundary layers on the sides of the test section. This measuremen P 0.001
location is upstream of a suction slot that is designed to remove -025-]
the upstream boundary layer. Figures 6—8 show that at the inlet, |
good agreement has been achieved for both the mean and turbu
lent conditions between the experiment and CFD simulations. The
following sections will discuss the results for the highly turbulent -1.007

flowfield in the core region surrounding the stator vane. Bt BT
-0.50 -0.25 0.00 0.25 0.50 0.75 1.00 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00

X/P X/P

() 1.007
0.75+
050

0.25+ 0251

025

-0.50

-0.75-

-1.004

Comparison of Experimental Data With Predictions

From the Turbulence Models (©) 1.007
0.75-1

{d) 1.007

The inviscid velocity distribution around the vane surface, cal- 075

culated from the total and local static pressure measurements, as 9.5
compared with the inviscid and viscous predictions is given in 0251
Fig. 9. The measured distribution on the pressure surfabt@ (
<0) agrees well with the inviscid prediction as well as on the yp = |
suction surfaceq/C>0) indicating that the outer wall placement 0237
was correct. The only difference between the inviscid and viscous  -o.501
predictions occurs on the trailing edge of the suction side with the
viscous models predicting slightly lower velocities than observed
in the measurements. This can be attributed to the flow slowing
down in the wake region for the viscous cases whereas in the -1%5+—7F—7T—T—T—m— Ja25+—7F77T—1T—1—1—
inviscid SimUlatiOnS, no Wake oCcurs. -0.50 -0.25 0.00 0.25 0.50 0.75 1.00 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00
Figures 10a)—(d) compare the normalized total velocity con- xP x®
tours between experimental measurements at 0.6% and 19.5% ggd 10 Comparison of normalized total velocity, UM Ui »
the CFD predictions at the 19.5% turbulence level. The flowfielgbntours between (a) 0.6% experiment, (b) 19.5% experiment,
measurements were performed between the mid-pitch of the té® 19.5% k-¢, and (d) 19.5% RSM

0.50-]
0.25
0.00 0.00
-0.25+ '
-0.501

-0.75 -0.75

-1.00+ -1.00-
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-1.0 0. 0. 0. 0. ;
(b) P Y
030 Fig. 12 (a) Comparison between measured and predicted nor-
"1 Outside passage_Inside passage ‘7 malized turbulent kinetic energy,  k/Upy , at X/ P=0.295 for the
[ ——uU " ~—u/U . : ] 19.5% case; (b) comparison between measured and predicted
025 ——va_ ceviU ! ] normalized Reynolds shear stress, u’v'/U?, , at X/P=0.295
o +W',Um “V“W’/Uinm . ‘j 1 for the 19.5% case
inlet A
foter 0207 ]
- tions for the low freestream turbulence case of 0.6% indicated
] very high turbulence levels for thee and the RNGk-¢ models.
0151 ] These high levels of turbulence result from the high straining rates
1 and are in disagreement with the experimental measurements for
’ . ’ . | the 0.6% turbulence case. As discussed previouslyk-thand the
010 T T 08 06 04 w02 00 RNG k- eddy viscosity models use a Boussinesq approximation
(0) Y/P for calculating the normal stresses from the turbulent kinetic en-

ergy. This approximation gave negative values of the streamwise
Fig. 11 (a) Normalized turbulent kinetic energy, ~ k/UZ,, , ata normal stressesu(?) because of the high turbulent viscosity and
line at the geometrical stagnation f0r the 19.5% case;  (b) nor-  high strain rates. These unrealistic values demonstrate the limita-
malized Reynolds shear stress, "V'IU? , ataline at the geo-  tions of the standark-e and RNGk-s models for turbomachinery
metrical stagnation for the 19-5% case;  (¢) comparison of  flows. The realizablé-e model, developed to insure positive val-
streamwise, U'/Upqe, Pitchwise,  v'/Upe, and spanwise,  ues for the Reynolds stresses, performed only slightly better than

W'/ Upnier , turbulence levels at a line between geometrical stag- the other eddy viscosity models. The Reynolds stress model over-
nation points for the 19.5% case predicts the peak in the turbulent kinetic energy by approximately
20%.

Figure 11b) compares measured and predicted normalized

passage. Downstream of the vane shoulder, however, the thR&@ynolds shear stressas'{'/Uinee) across the pitch at the geo-
eddy viscosity models predict that the high speed fluid movéaetrical stagnation location. All four models overpredict the re-
away from the suction side of the vane. In the experimental me@ion of positive shear stress near the suction surfatéP (
surements, as well as the Reynolds stress model, the highest speed?.2), with the standard-e model showing the largest dis-
fluid remains adjacent to the suction side of the vane. agreement with the measurements and the Reynolds stress model
Figures 11a)—11(b) compare normalized turbulent kinetic en-showing the_ clos_est agreement_with the measured values. Th_e
ergy (k/U;e2) and Reynolds shear stresW/U,metz) across the three t_addy viscosity models predict negative _shear stress values in
pitch at the geometrical stagnatlon locatiot/P= —0.011). The the middle of the passage where the experiments and Reynolds
geometrical stagnation location is the farthest upstream axial ggtess model show very low positive valuesudb /Ui
sition of the vane. At this location, the Reynolds stress model Figure 11c) shows the measured normalized rms levels of the
adequately predicts the levels of turbulent kinetic energy in trsireamwise, u’'/Ujpe, pitchwise, v'/Ujye, and spanwise,
center of the passage whereas the eddy viscosity models greatlyU;,;, fluctuating velocities at the geometrical stagnation
overpredict the levels. Similar to the curved channel, there is @oint for the 19.5% turbulence case. At this location, the strong
overprediction of the turbulent kinetic energy near the surfaces ftdw acceleration has caused considerable anisotropy in the rms
the turbine vanegY/P~—1 and —0.2) due to the acceleration levels of the fluctuating velocities. The streamwise acceleration
along the pressure side. Although it is not shown here, the prediear the suction surface causes a decrease in the streamwise fluc-
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0.08 L S A nolds stress model provides much better agreement with the ex-
| _geometric stagnation X/P=0.295 : ] perimental measurements than either of the eddy viscosity
models.

Figures 14a)—14(d) compare the measured and predicted nor-
malized Reynolds shear stress,v’'/UZ,, for the 10% and
19.5%, respectively. Comparison of the experimental measure-
ments and predictions at the different inlet turbulence levels show
that although the magnitudes are different, the sign of the Rey-
nolds stress are in agreement. Positive values of the Reynolds
shear stress are found near the geometrical stagnation location on
I ] the suction side of the vane, while negative values of shear stress

0oLt e 1 ] occur further downstream in the passage center. The lower turbu-
(a) -1.0 -0.8 06 op 04 -02 00 lence level of 10% has much lower values of the Reynolds stress
as compared to the 19.5% case. The lower values of Reynolds
stress can be explained by examining the production term for

E u'v’ given as

o 2
KU o 2
inlet k/Ui,,,,,

0.06

inlet

WU, %004

0.040 [ T T T
[ geometrical stagnation X/P=0.295

0% E o yym ° W,

inlet inlet :

0020 TN 2 ﬁV) rz( ﬁU)

s P(u'v")=u ( P X +v N (5)
Equation (5) shows that for this two-dimensional flowfield the
production of the Reynolds shear stress has two terms that are
functions of mean velocity gradients and normal stresses. The

. T ] nearly identical mean flowfield between the 10% and 19.5% cases
0020 o N = indicate that the derivates of the velocity field should be nearly

F v 3 identical. Thus, the difference in production between these two
B Y 00 cases is caused by different magnitudes of the velocity fluctua-

(b} YP tions. Equation(5) shows that the lower turbulence levels will
) ) ) result in less production of Reynolds shear stress for the lower
Fig. 13 (a) Comparison between measured and predicted nor- turbulence condition. Both terms in E¢5), indicate that near the
malized turbulent kinetic energy,  k/Uj , at the geometric geometrical stagnation point on the suction side of the vane, pro-
stagnation and  X/P=0.295 for the 10% case; (b) comparison  qction of positive Reynolds stress occurs due to the flow turning

0010 |
0.000 |

0010 k

between measured and predicted Reynolds shear stress, down and around the suction surface. Moving into the passage,
‘1’0(‘);/ Uiniet » @t the geometric stagnation and  X/P=0.295 forthe ot terms in Eq(5) show that negative Reynolds stress will be
o case produced as the flow is being turned up through the passage. Near

the trailing edge of the vane, only small mean velocity gradients

tuations. A redistribution of the turbulent energy results in in-

crease in the pitchwise fluctuations at the same location. An in- @) 1.0+ ) 1.00 -
crease in the spanwise fluctuations is observed near the vane 0754 075
surfaces.

Figures 12a) and 12b) show the comparisons of turbulent ki- 0307 0507
netic energy and shear stress at a locatioX/#=0.295 for the 025+ 025 7
19.5% case. Again, the Reynolds stress model provides the bes 0.00 0.00 -
agreement with the measurements. As in Figga-11(b), all of Y 25 Y 25
the eddy viscosity models greatly overpredict the magnitude of
the turbulent kinetic energy and Reynolds shear stress. 57 0307

A comparison of the measured and predicted turbulent kinetic 0759 0351
energy,k/Uj e, and Reynolds shear stressp /U2, for the -1007 -1.00
10% case at the vane geometric stagnation locati¥thP ( 185t 25 —
— _0011) and atX/P=0.295 are shown in FIgS n@ and -0.50 -0.25 0.00 0.25 0.50 0.75 1.00 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00
13(b). As with the 19.5% case, good agreement with experimental X xP
measurements is observed in the middle of the passage at the® 1907 @ 1007
geometrical stagnation point. The Reynolds stress model slightly  o.75 0.75
overpredicts the turbulent kinetic energy and Reynolds shear | 0.50-
stress near the vane surface. Farther into the vane passage, th
Reynolds stress model overpredicts the magnitude of both the ** 0257
turbulent kinetic energy and Reynolds shear stress. However, the 0004 0.007
agreement between computation and experiment is better for the'?® 025 0 Yip 025
10% case than it was for the 19.5% case. 050 050

-0.75 0.75

Comparison of 10% and 19.5% Turbulence Levels -1.00 ~1.00

Examination of Figs. 11-13 show that all of the eddy viscosity AB 17— BT
models (k-e, RNG k-g, and the realizablé-g) overpredict the 050:023000 025 050 075 100 00:025 000 025 030 075 100

turbulent kinetic energy and Reynolds shear stress. The largest

overprediction occurs near the convexly-curved suction surfaceri§. 14 Comparison of normalized Reynolds shear stress con-

the airfoil, similar to the overpredictions for the convexly-curvedours, u'v'/U?,, , between (a) 10% experiment, (b) 19.5% ex-
wall for the U-duct simulations. It is also evident that the Reyperiment, (c) 10% RSM, and (d) 19.5% RSM
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0.75-1 Fig. 16 Comparison of normalized turbulent kinetic energy
production, P(k)ClpUZ,, , contours between (&) 10% experi-

ment and (b) 19.5% experiment

0.75
0.50 0.50
0.254 0.25-

0.00
Y/P

0.00-1
thereby giving more accurate gradients than the experimental
measurements. Figures (&5 and 1&b) show contours of turbu-
lent kinetic energy production for the 10% and 19.5% using the
CFD mean velocities and the measured Reynolds stresses. For
both these cases the largest production occurs near the shoulder of
A2 ———— s . I the vane passage in the high acceleration region. Over the major-
20.50-0.25 000 025 0.50 075 L00 050 .25 0.00 025 0.50 075 100 ity of the flowfield, the 19.5% case has nearly three times the
X/P X/P production as compared to the 10% case. The measurements in-
dicate, however, that the 19.5% case has only a 31% increase in
the turbulent kinetic energy through the vane passage, while the
10% case has a much larger increase at 131%. This difference can
be explained by the fact that the dissipation at the inlet for the
19.5% case was about six times that for the 10% case. The higher
. ) value of the dissipation appears to counteract the higher produc-
exist and the production of Reynolds shear stress reduces t0 2@ rates causing only a slight rise in the turbulent kinetic energy
The Reynolds stress model predictions, shown in Fig&)lahd i the vane passage for the 19.5% case as compared to the 10%
14(d), indicate the same sign but larger magnitudes as compaggge
with the experiments for both the 10% and 19.5% cases. ~  The Reynolds stress model predictions shown in Figd)Lfor
Figures 1%a)—15d) compare the normalized turbulent kineticthe 1950 case give an overprediction of the turbulent kinetic
k/Uinep, between experimental measurements and the Reynoldsargy in the vane passage by as much as 125%. At the lower
stress model predictions at 10% and 19.5%, respectively. Signifizhylence level of 10%, shown in Fig. (5, the turbulent kinetic
cant differences exist between the development of the turbulfiergy in the passage is overpredicted by only 25%. The Rey-
kinetic energy at the different turbulence levels. The experimenigh|qs stress model predictions indicate a 160% and 125% increase
measurements for the 19.5% case show that the turbulent kinggiG,rhulent kinetic energy through the vane passage as compared
energy levels increase by as much as 31% in the vane passag&oAhe measured 130% and 31% increase for the 10% and 19.5%
the lower inlet turbulence level of 10%, the turbulent kinetic ensases, respectively.
ergy through the passage increases by 130%, which is signifi-pthough the Reynolds stress model performed better than the
cantly higher than for the 19.5% case. Although the turbuleliqy viscosity models, the levels of turbulent kinetic energy and
kinetic energy is significantly increasing through the passage, itdfear stress were overpredicted. One possible explanation is that
important to recognize that the mean velocity has accelerated i Reynolds stress model used in this investigation used the same
to five times the inlet velocity. This means that the turbulencgansport equation for the dissipation rate as the stanéard
level at the passage exit has decreased to approximately 3% {§de|. The limitations of this transport equation for the dissipa-
the 10% inlet turbulence case and 6% for the 19.5% inlet turbyp rate have been discussed in Lou and Lakshminaraj26ia
lence case. _ o and Shih et al[19]. In this transport equation, the production of
The difference in the measured turbulent kinetic energy CoRissipation is set equal to the production of turbulent kinetic en-
tours between the two turbulence levels can be explained by @4y Figures 1@) and 17b) show contours of a normalized dis-
amining the mechanism for turbulent kinetic energy productiogpation rate for the 19.5% turbulence case. In the transport equa-

-0.257] 0.254

-0.50 0.50-

0.75 075

-1.00) -1.00

Fig. 15 Comparison of normalized turbulent kinetic energy
contours, /U2, , between (a) 10% experiment, (b) 19.5% ex-
periment, (c¢) 10% RSM, and (d) 19.5% RSM

given as tion for the dissipation rate used in the realizakle model, the
U oau oV oV production of dissipation is proportional to the mean strain rate of
P(k)= u,zm:( -p W) +u'v’ ( Py Pox)t vrzms( -p W) the flow. Comparisons of dissipation contours between the realiz-
©) able k-e and Reynolds stress model showed that the Reynolds

stress model had dissipation levels much less than the realizable
As a result of the identical mean flow field and geometry, the ratlee prediction. The use of a different transport equation for
of turbulent kinetic energy production between the two high tuthe dissipation rate, such as the one used in the realiable
bulence cases can be examined by comparing the measured Regdel, could produce better agreement with the experimental
nolds stresses. The gradients in E6). were evaluated from the measurements.

CFD solution, which is a reasonable assumption given the goodAnother possible reason for the over prediction of the turbulent
agreement between measurements and predictions, at locatikingtic energy involves the constants used in the RSM. These
where direct measurements of the Reynolds stresses were takemnstants were evaluated for flows not too far removed from
The CFD solution was used because of the higher resolutisimple shear flows. The validity of these constants for flows with
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100+ 1.007 Nomenclature
0757 0757 C = true chord length
0.50- 0.50-] Ei(x,) = spectra for streamwise fluctuations
025 0.25- f = frequency
0.00] 000 k = turbulent kinetic energyk=0.5(u’?+v'2+w’?)
Y/ /P n = distance normal to the convex curved surface
025 025 P = turbine vane pitch
-0.50 -0.50- R = radius of curvature for a streamline
0,751 0751 rms = root-mean-square of the fluctuations
Loo] oo Re, = Reynolds number based on chord length and inci-
’ dent velocity
AT 25— — 71— S = freestream strain rate
-0.50-0.250.00 ())(flf 0.50 0.75 1.00 -0.50-0.250.00 ())(fs 0.50 0.75 1.00 Ui_nla _ upstream incident velocity
u’v’ = Reynolds shear stress
Fig. 17 Comparison of normalized dissipation rates, eCIU3, U, v, w = local mean velocities along a streamline
at 19.5% between (&) realizable k- model and (b) RSM U, u’ = mean and rms of fluctuating velocity in the
X-direction
) ] .V, v’ = mean and rms of fluctuating velocity in the
high freestream strain rates at elevated turbulence levels is not Y-direction

known. Supporting this reason is the fact that the results from the v — s of fluctuating velocity in the-direction
10% case do indicate much better agreement with the measure- \y — passage width for the curved channel simulation

ments than the 19.5% case. X = fixed coordinate parallel with the inlet flow where
Ui origin is at the flow stagnation
Conclusions Y = fixed coordinate in the cross-pitch direction

Experimental measurements in a stator vane passage at high Z = fixed coordinate in the spanwise direction
freestream turbulence levels of 10% and 19.5% were compared to ¢ = turbulent dissipation obtained from E({)
RANS predictions using a variety of turbulence models. The ex- «; = wavenumberg;=2mf/U
perimental measurements indicated increases in the turbulent ki- A, = streamwise integral length scale
netic energy of the flow as the flow convected through the turbine A = Taylor microscale

vane passage with much larger increases for the 10% turbulence v = kinematic viscosity
case as compared with the 19.5% case. This difference was attrib- o = Stefan-Boltzman constant
uted to the fact that the dissipation was much higher for the 19.5% 7 = timescale ratio
case.
The eddy viscosity models greatly overpredicted the turbulent
kinetic energy in the vane passage as a result of the overpmdh?éferences
tion of turbulent kinetic energy in the high acceleration regio

resulting in additional strain. On the suction side of the airfoil [1] Ames, F. E., 1995, “fThe Influence of L;rge-sﬂcl:ale High-Intensity Turbulence
: _ on Vane Heat Transfer,” ASME J. Turbomacthl9, pp. 23—-30.

where the surfa_lce IS conve_x, .the Stan.damand RNGk-z model . [2] Radomsky, R. W., and Thole, K. A., 1998, “Effects Of High Freestream

produced physically Unreal'_St'C negative values for the StreamwISe - Turbulence Levels and Length Scales on Stator Vane Heat Transfer,” ASME

normal stresses. The realizattes model, developed to insure Paper No. 98-GT-236. .

positive values of the normal stresses, performed slightly bettef3! lGoldst'am, R.J., Le;u,_K-CY-, gndt_LeUQQ,tC. C. I2983,':;‘L}llézIocng)/BangdgTurbu-

. - ence Measurements In Combustion sSystems, Xp. op. —99.
than.the other eddy VISCOSIty mOde'S- The REym)lds stress mod JI] Bradshaw, P., 1973, “Effects of Streamline Curvature on Turbulent Flow,”
provided the best agreement with the experimental measurements; aAcarRDograph 169.
however, the Reynolds stress model overpredicted the turbulent] Launder, B. E., Reece, J. C., and Rodi, W., 1975, “Progress in the develop-
kinetic energy by 125% for the 19.5% case. Considerably better ment of a Reynolds-stress Turbulence Closure,” J. Fluid Me&f).pp. 537—

. S 566.
agreement was achieved betweeno measu,rements and predICtlo[%fDurbin, P. A., and Speziale, C. G., 1991, “Local Anisotropy in Strained Tur-
for the lower turbulence case of 10%. At this turbulence level, the” ™ pyjence at High Reynolds Numbers,” ASME J. Fluids Erl3 pp. 707—

Reynolds stress model overpredicted the turbulent kinetic energy 709.
by only 25%. [7] Lakshminarayana, B., 1991, “An Assessment of Computational Fluid Dy-

. - . . _ namic Techniques in the Analysis and Design of Turbomachinery-The 1990
The relatively poor predictions, particularly at the high turbu Freeman Scholar Lecture,” ASME J. Fluids EnL3 pp. 315-352.

lence levels, may be the result of several issues. First, the curreng] Luo, J., and Lakshminarayana, B., 1997, “Prediction of Strongly Curved Tur-
transport equation in the RSM gave very low values for the dis-  bulent Duct Flows with Reynolds Stress Model,” AIAA B5, No. 1, pp.
sipation rate in the vane passage as compared to the realieable 9] %Iz;\;g&l\/l Kohli, A., and Thole, K. A., 1999, “Heat Transfer and Flowfield
model. The USQ of a Reyr]olqls s_tress model with an |mprovec_§ Mea%ure'rhents i’n tr'{e Leading édgé Féégion éfaStatorVane Endwall,” ASME
transport equation for the dissipation rate, such as the one used in ;. Turbomach.121 No. 3, pp. 558-568.

the realizablé-e model, may give results closer to the experimen{10] Kang, B., and Thole, K. A., 1999, “Flowfield Measurements in the Endwall
tal measurements. Second, the constants used in the RSM morﬁlel Region of a Stator Vane,” ASME J. Turbomachiz2, pp. 458-466.

were evaluated from simple shear flows not too far removed fro 1] Radomsky, R. W., and Thole, K. A., 1999, “Flowfield Measurements for a

. Highly Turbulent Flow in a Stator Vane Passage,” accepted for ASME J.
equilibrium. The better agreement for the 10% case as compared Tyurbomach.

with the 19.5% case supports this reasoning. [12] Bangert, B., Kohli, A., Sauer, J., and Thole, K. A., 1997, “High Freestream
Turbulence Simulation in a Scaled-Up Turbine Vane Passage,” ASME Paper
No. 97-GT-51.
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Investigation of the Flopping
o.w.euaume | R€Qime of Two-, Three-, and

Assistant Professor,

Department of Mechanical Engineering, FO u r' P I ate Arravs

California State University, Los Angeles,

Los Angeles, CA 90032 o o o
The variation of the base pressure coefficient (Cp) and the characteristics of the power

J. C. LaRue spectra of the velocity for arrays of two-, three- and four-plates aligned normal to the flow
Professor, are presented. The wakes downstream of the plates in the array are shown to exhibit
Department of Mechanical behavior that varies between stable modes, flopping and quasi-stable behavior depending
and Aerospace Engineering, on the s/t distance (where s is the spacing between the top and bottom surfaces of
University of California, Irvine, adjacent plates and t is the thickness of the plate). For the two and three-plate arrays with
Irvine, CA 92697 s/t=0.25, peaks in the power spectra of about 48.2 and 98.1 Hz which correspond to

Strouhal numbers of 0.06 and 0.11 are observed. For the four-plate array with s/t
=0.192, no clear peaks are visible. Probability density functions of uncalibrated hot-wire
signals show that the peaks in the power do not correspond to continuously periodic
fluctuations[S0098-220200)00604-(

1 Introduction and Background single wake which is also similar to that of a single cylinder. They

Adjacent bluff bodies or plates are often present in many ﬂo\ilivlSO show that within a critical spacing-to-diameter ratio, 0.1

' S . =s/d=<1.3, the averag€p of each cylinder varies in time and
field applications. Thin plates, or vane arrays, are commonly us o . ) i
to condition or alter flow fields. For example, arrays of flat van fekes on two different values. Kim and Durti] describe this as

placed in ducts are used to either straighten or aid in turning t e "flopping regime.” They suggest that flopping occurs sponta-

flow. Electro-mechanical components or mechanical supp@\r/?g:i%ahsvr;t;hz \I/c\f\jvk‘rsnze:li?t? dgacg%hgdf;r?gﬁmwisz \t/)v?ttr\]'v Zen a
structures often take the general shape of thicker plates or rectﬁﬁ hCp 9 P

gular bluff bodies. All of these rectangular obj.ects can generat Since past studies have shown that the wakes of closely spaced
wakes that can alter the downstream flow field in an adverse Mai#f bodies may interact in several different ways it is useful to
ner. For example, unstable wakes downstream of combustor SV\(/]JH Y Y

vanes may produce reaction instabilities by altering the shapesfg;: Leerrrgsvit:ftsd%ﬁ;gg;ﬂ;eﬁotyﬂis O;%alf(oerégtg?gt'oi?f: quasi-
the recirculation zone. » SP pping, pping.

The characteristics of the flowfield about a vane or plate depends Quasi-stable behavior is the wake behavior observed down-
on the aspect ratio/t wherec is the chord, i.e., the dimension of stream of the plate array in which differe@p values exist behind
the plate in the flow direction, artdis the dimension of the plate each plate. Th€p values do not vary with time. A large ampli-
normal to the flow and on the spacing rasft wheres is the tude flow perturbation can cause the aver@gevalues to change,
shortest distance between adjacent sides of plates. These pataum-the Cp values remain at the new values until another large
eters also affect the magnitude and temporal variation of the bassrturbation is applied.
pressure coefficientqp= (P — Px»)/1/2pU%?), which is always » Spontaneous flopping is the behavior observed downstream
negative. For simplicity in the following discussion, sin€p is of a plate array where the avera@p values are observed to
always negative, only the magnitude ©p is used when compar- alternate over time between relatively high and low values, even
ing the effect of plate spacing on the averaevalue behind a when no large perturbation is applied to the flow field.
plate in the plate array. Hence hereafter, the phrase “hi@ipsr  Forced flopping is the behavior observed downstream of the
refers to a more negativ@€p magnitude while the phrase “lower plates in which initially stable wakes exhibit flopping as a result
Cp’ refers to a less negativE€p magnitude. of a large, one-time perturbation. After the initial large perturba-

For a two-plate array, wheslt is very large, the near wake of tion is applied and flopping occurs, there is no observable differ-
each plate in the array is expected to be similar to that fouriice between the wake a@g value variations for forced and for
downstream of a single plate placed in a flow. Conversely/as spontaneous flopping.

Its fduc?ﬁ o nearhy zert:/(tm(i), .tf;.e Mo'pl?ﬁg f(‘”‘.”‘y IIS e>|<ptec.te? im and Durbin[2] present the first statistical analysis of the
0 have the same Tlow characteristics as a thick singie piate in tﬁ e interval for each period that the averagp value remains

a single wake will be observed after a very short downs"eafglatively high combined with the time for each period that the

distance. : . -
. . . L averageCp value remains relatively low. They find that the prob-
Although no studies of this transition from multiple indepen; bility density function for the time intervals has a zero event

dent y\(akes to a single wake have .been performed for plqtes, sson distribution and that the time duration between transitions
transition has been thoroughly studied for arrays of two Cyl'nderﬁecreases as velocity increases

For example, Bearman and Wadcdd show that, for a two- "o ashi et al[3] with 0=s/t=2.75, 0.014¢/t<0.114, and

cylinder array, when the cylinder spacing-to-diameter rasiaiX g 13— pe<1.9x10* find quasi-stable behavior and forced but

is set equal or greater than four, the near wake of each cyllndernlgt spontaneous flopping with two-plate arrays. Only quasi-stable

::haer atgro?/%// r::tfg:rl#ar ttﬁ ethiit(jg\?ilérsjildf/)v\/;rllzts"egm acl)f :nfg;gli Ocﬂg;gqeﬁ'ehavior is observed for three, and four-plate arrays. Specifically,
! 9 tﬁey find forced flopping to occur only with the two-plate array

when s/t=1.75. Flow visualization behind the two, three, and

Contributed by the Fluids Engineering Division for publication in ticeJBNAL _ ; _
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionfc.)ur plate arrays show narrow and wide wakes that exchange po

September 13, 1999; revised manuscript received June 1, 2000. Associated TechSliPns as a function of time-.They also present r.e.SUItS that show
Editor: P. Bearman. averageCp trends over specific ranges sft. Specifically, they
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find that, for 0<s/t<0.75, the value ofCp increases as/t in- PLATES 25t HOT-WIRE
creases. Further, for 0.7%/t<2.5, the difference irCp values $ o LocaTION
for individual plates in the array becomes very large. Finally, fc sb
s/t>2.5, quasi-stable behavior is not observed. LEI

For a two-plate array witls/t<<2 and 0.014c/t<0.114, Ha- FLOW
yashi et al.[3] show two values of the Strouhal number down 1{ §
stream of a two-plate array. The higher value corresponds to t ﬁ'r
narrow wake, i.e., higher avera@p, and the lower value corre- c
sponds to the wide wake, i.e., lower averde With the three-
plate array, since only one peak is observed in the power spec
only one corresponding Strouhal number is shown. They sugg: (MORE NEGATIVE PRESSURE)
that this Strouhal number corresponds to a narrow wake behind a
plate. Hence, they suggest that the plate with the narrow walkég. 1 Schematic illustration of forced or spontaneous flop-
i.e., higher averag€p, shows regular vortex shedding whereaging downstream of the plate array. The other mode is the op-
the plate with the wide wake shows no regular vortex sheddin%%i('te. in that the wide wake is on the bottom and the narrow
Neither power spectra nor Strouhal numbers are presented for ff€ IS on the top.
four-plate array. Since they find a relationship between the exis-
tence of a Strouhal number, i.e., the presence of regularly shagly, 0.17 percent and 0.22 percent. The temperature in the
vortices, and the change in wake size behind a plate, they cavindtunnel was maintained to withirt 1.0°C for each data col-
clude that the origin of the quasi-stable behavior is strongly réection period.
lated to the vortex shedding of the plates. For all test plates used in this study; 1.27 cm,c=5.08 cm,

Miau et al.[4] study the flow downstream of a two-plate arrayand the length in the spanwise direction was 0.30 m. The plates
with 0.4<s/t<2.0,c/t=0.150, and 1.8 10°><Re<1.2x 10" and are mounted at each end to identical 1.27 cm diameter, 0.62 m
find both spontaneous flopping and quasi-stable behavior. Thaigh rods that were attached to chemistry staffig. 1). The
find periodic vortex shedding near the plate with the narrow wakeertical rods were placed 0.29 m apart and mounted so that the
When a wide wake exists behind the same plate, turbulent flueds passed vertically through the center of the chord of the plates
tuations are found downstream of the plate, but no periodic sheii-the two spanwise ends of the plates. Each plate array was
ding is detected. Further, they find that for £.§t<1.85, spon- mounted parallel to the floor of the tunnel and centered between
taneous flopping occurs and the rate of flopping increases witte floor and the ceiling of the tunnel. The base of each stand had
increasings/t. The time interval between one transition froman approximate width of 16 cm, a length of 27 cm, and a height of
wide-wake to narrow-wake, and the subsequent transition fro2b4 cm. The leading edge of the base was directly below the
wide-wake to narrow-wake, appears to follow a zero-event Poieading edge of the plate array. The downstream coordinxate,
son distribution. and the vertical coordinatg had their origins at the trailing edge

Miau et al. [5] with 1.4<s/t<2.1, 6.6x10°<Re<1.8x10*, of the plate that is third from the bottom of the six-plate array.
andc/t=6.66 appear to be the first to add grid turbulence to tHerom the results obtained from cylinder arrays using a geometri-
freestream flow and study flopping behind plate arrays. They peally similar setup (cf. Guillaume and LaRue[6]), three-
sition a two-plate array witlt/t<3.2 and vary the turbulent in- dimensional effects were believed to be negligible.
tensity from 0.23 percent—7.12 percent and the integral lengthA 0.01 mm diameter pressure port was located at the rear of
scale from 0.32to 0.84 and use flow visualization and hot-wireseach plate at the center plane of each plate. The port intercepted a
to determine the effects of free stream turbulence on spontane®A8 cm diameter passage that was drilled along the centerline of
flopping. They find that an increase in turbulent intensity shortetise plate in the spanwise direction. The passage was blocked at
the time interval between one transition from wide-wake téne end of the plate and the other end was connected to a Setra
narrow-wake, and the subsequent transition from wide wake @lodel 339-1 differential pressure transducer by means of a 2.5
narrow-wake with 1.4s/t<1.9 and has indiscernible effectsm long silicone tube with an inner diameter of 1.8 mm. The output
with 1.9<s/t<2.1. of the Setra transducer was connected to a filter, to a Computer

In summary, quasi-stable behavior and forced and spontane@&@ards Inc.(CBI) SSH-16 sample and hold board and a CBI
flopping have been observed for two, three, and four-plate arrag§0-AD16F 12 bit analogue to digital converter which were con-
with c/t<3.2 and the effects of spacing and velocity on floppingolled by a PC clone. The pressure signal was sampled at 10
have been determined. Only quasi-stable behavior has been $mples/s for a three-hour time period and filtered at 5 Hz.
served for plate arrays with three or more plates. However, noFlow visualization, using smoke which was illuminated with a
studies of the effect of spacing on flopping and quasi-stable daser light sheet, was used to obtain flow images. The nominal 0.8
havior have been presented for arrays of more than two plaf®@ thick laser sheet was produced by pagsin2 W argon-ion
with ¢/t>3.2 which describe the plate array characteristics typicRam through a cylindrical lens. The smoke was produced using
in engineering applications. Further, the flow characteristics fotineral oil and was injected at the leading edge of the plates
¢/t>3.2 can be significantly different than the behavior observélirough four equally spaced holes. Images were collected with a
with ¢/t<3.2. Hence, the purpose of this study is to determine tf&ony video camerdModel CCD-V10] at a shutter speed of
flow characteristics that exist for 0.84s/t<2 different for planar 1/1000 s. The images were digitized with “frame grabbing” hard-
two, three, and four-plate arrays wittt = 4. ware and software. The use of a video camera has two advantages:

first, since the allowable shutter speed was much faster than tra-
P ditional cameras, a continuous light source could be used; second,
2 Facilities and Approach the images could be viewed immediately.

The large UCI closed-return windtunnel was used for all the The single hot-wire sensor, that was used to obtain the fre-
experiments. The test section had a length of 6.71 m, a croggrency spectra, was made by soldering a 2 mm long, 0.00508 mm
section of 61 by 91 cm, and was preceded by a contraction sectifiameter, Wollaston wire to a TSI-1210 sensor holder. The sensor
with an area reduction from 5.15%m0 0.55 nf (a contraction holder was connected to a traverse that is located 45 cm down-
ratio of 9.36. For the velocity range of 3 to 24 m/s, the mearstream of the hot-wire sensor and had a resolution of 0.1 mm in
velocity in the central portion of the test secti@utside the wall the vertical direction. The hot-wire sensor was connected to a TSI
boundary layer was constant to within 1 percent, and theModel 1050 constant temperature anemometer and then to the
freestream turbulence intensities at both the entrance and exitsame acquisition system used to obtain the pressure data. The data
the test section for a centerline velocity of 10 m/s was, respewere collected at a sample rate of 2000 samples/s and filtered at

WIDE WAKE
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1000 Hz for a time period of five minutes. The sensor was posiable 1 Modes of stability of a two-plate array for various
tioned in the flow so that the hot-wire was parallel to the horizorgPacing ranges (U=11.14 m/s, t=1.27 cm)

tal plane and perpendicular to the air flow. ot MODES o)
Three methods were used to apply external perturbations to t}—RANGE PLATE | PLATEZ
. . . . 1].0.040-0.100 | Cp of plates equal -0.66 -0.66
flow field. The first was to simply turn off and on the windtunnel[o.100-0.644 [spontainous flopping between plates 080 or 062 062 or 0.80
fan. The second was to open and close a door in the test sectior-45442000 | Cp of plates equal 066 066

the windtunnel near the plate array. The third was to block the

flow slightly upstream from the plates with a 25 cm wide and 15

cm long plate and then quickly remove it. All three lead to flop- )

ping behavior after the initial perturbation. For the results reportédode, the averag€p value of the top plate remains low and the
herein, the third technique was used. averageCp value of the bottom plate remains high. For 0.644

Uncertainties of the velocity measurements were estimated oo t=2-000, neither forced nor spontaneous flopping is ob-
the 95 percent confidence using techniques of Kline and Mgerved. As with 0.048's/t<0.100, only one stable mode is ob-
Clintock [7]. The combination of the uncertainty of windtunnefS€rved where, after any large applied perturbation, the avétpge

. -+ values of the two plates remain nearly equal.
\ie(l)ogg%nagsvr;ﬁzsured wake pressure led to an uncertainty &JResuIts for a three-plate array wisht=0.50 andJ =11.08 m/s

show that the averag€p value behind the middle plate remains
relatively constant at a higher avera@e value than the highest
3 Results averageCp value found behind either of the outer plates. Specifi-

In the first part of the results, th@p behavior is presented for cally, the averageCp value behind the middle plate is0.84
two, three, and four-plate arrays with 0.648/t<2.000 andc/t while the averageCp values behind the outer plates are about
=4.0. Examples ofCp time-series are presented along with cor—0-59 or—0.74.
responding flow visualizations. In the second part of the results, 'able 2 shows a summary of the average valueSpfor the
uncalibrated hot-wire power spectra and autocorrelations obtairfffee-plate array with 0.040s/t<2.000 andU=8.96. Specifi-
downstream of the arrays and the probability density functiof&lly, for 0.046=s/t<0.100, a stable mode occurs and the aver-
(pdf) of the time lengths betwee@p transitions are compared ageCp values of the two outer plates are nearly equal and high,
during flopping for a two, three, and four-plate arrays. and the averag€p valu_e of the center plate is relatlw_sly Iov_v. For

Figure 2 shows a sampi@p time-series that is exhibiting flop- 0.100<s/t=<0.375, a different stable mode occurs in which the
ping for a two-plate array witls/t=0.25 andJ = 11.08 m/s. Each averageCp values of the two outer plates are ngarly equalland
time the Cp value behind one of the plate rises, t8p value relatively low, and the averag€p value of the middle plate is
behind the other plate falls. Specifically, when tBp value be- relatively high. For 0.3755/ts0.625,. spontaneous flopping be-
hind the top plate is about0.74 while theCp values behind the tween the top and bottom plates is observed. For G626
bottom plate is about-0.59. Alternatively, when the€p value =2:000, only one mode is observed, where, after any large ap-
behind the top plate is about0.59, theCp value behind the plied _perturbe_\tlon, the averad@ep values of the two outer plates
bottom plate is about-0.74. remains relatively equal and low and the center plate has an av-

A summary of the average values ©p for the two-plate array €ragecp value of —0.84.
with 0.040<s/t<2.000 andU=11.08 m/s is shown in Table 1. 10 present the results of tf@p values for the four-plate array,
Specifically, for 0.046s/t<0.100, the averag€p values of the the plates are dISt.II‘IQUIShed as f_oIIows: plate 1 is the top plate pf
two plates are nearly equal and neither spontaneous nor fordB@ array; plate 2 is the upper-middie plate of the array; plate 3 is
flopping is observed. No other quasi-stable mode can be produdBg lower-middie plate of the array; and plate 4 is the bottom plate
within this range even when a large external perturbation is apft the array. Figure 3 shows a sample time-serie€pivith s/t
plied. Hence, the flow is stable. For 0.1:08/t<0.644, forced —0-50 andUu=11.08 m/s. Within thisc/t range, flopping is not
flopping is sometimes observed for the two-plate array. whépserved between any §pe0|f|c pairs of plates, but appears to ran-
forced flopping does not occur, one of two quasi-stable modesd@Mmly occur between different pairs of plates over time. For ex-

observed. In one of the quasi-stable modes, the aveZagalue 2ample, as shown in the time series of Fig. 3, the aveyealue
of the top plate remains high, and the averazevalue of the behind plate 1 changes from0.88 to—0.57 at about 8.2 s, which

bottom plate remains low. In contrast, for the other quasi-stadfeth® same time that the avera@p value behind plate 2 changes
from —0.56 to —0.80. Also, at about 16 s, the avera@p value

behind plate 1 changes from0.57 to—0.88 and the averagep
10 value behind plate 3 changes fron0.80 to—0.56. Likewise the
ST T T T T T T T T T Tl Cp values change behind plates 1 and 4 at about 11 s, behind
08| ‘ 4 plates 2 and 3 at about 16 s, behind plates 2 and 4 at about 5.5 s,
and behind plates 3 and 4 at about 19.5 s.

06 F | AN | i

[ ] A summary of the average values Gp for each plot in the
04} I | four-plate array is shown in Table 3 with 0.048/t<2.000 and
(a) U=11.08 m/s. Specifically, for 0.040s/t<0.070, a stable mode
o 02—t occurs and the averagep values behind all four plates are rela-

T T T T T T T T 7T tively equal. For 0.07&s/t<0.108, a different stable mode oc-
curs in which the averagép values of the outer plates, i.e., plates

0.8 .
‘ 1 and 4, are nearly equal and high, and the ave@gealues of
06 [ the center plates, i.e., plates 2 and 3, are relatively lower.
04
[ (b)
0.2 n 1 1 1 L 1 n i n Il n Il Il 1 x 1 " ]
0 2 4 6 8 1 12 14 16 18 20 Table 2 Modes of stability of a three-plate array for various
TIME (SEC) spacing ranges (U=8.96 m/s, t=1.27 cm)
s/t MODES Cp
Fig. 2 Base pressure coefficient, Cp, as a function of time for OIS:ON(:?IEOO — — PLfO\LEl PLfO\gz "Lf(gl“
. - -0. r al, center plate hi, -0.. -0. -0.
a two-plate array with U=11.08 m/s and s/t=0.25. Figure 1 (a) 0.100-0.375 Zﬁérﬁuiéi :g:al, ﬁzmzr,'ilm lo\gv 071 084 071
corresponds to the top plate and Fig. 1  (b) corresponds to the 0.375-0.625 |sp us flopping -0.7410-0.59 -0.84 -0.5910-0.74
bottom plate. 0.625-2.000 | outer plates equal, center plate high -0.71 -0.84 -0.71
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Fig. 3 Base pressure coefficient, Cp, as a function of time for
a four-plate array with U=11.08 m/s and s/t=0.192. Figure 3 (a)
corresponds to the top plate, Fig. 3 (b) corresponds to the up-
per middle plate, Fig. 3 (c) corresponds to the lower middle
plate, and Fig. 3 (d) corresponds to the bottom plate.

For 0.108<s/t<0.176, spontaneous flopping between the cen-
ter plates, i.e., plates 2 and 3, is observed. Tipevalues behind
the outer plates, i.e., plates 1 and 4, are nearly equal and constan
at higher averag€p values than the highest avera@p value
found behind either of the center plates. For 0£86<0.262,
spontaneous flopping between all four plates is observed.

For 0.262<s/t<0.528, spontaneous flopping between the outer
plates, i.e., plates 1 and 4, is observed. Tpevalues behind the
inner plates, i.e., plates 2 and 3, are relatively equal and constant
at higher averag€p values than the highest avera@e value
found behind either of the outer plates. For 0.528t<2.000, a
stable mode occurs in which the averag@e values of the inner Fig. 4 Smoke visualization showing spontaneous flopping of
plates, i.e., plates 2 and 3, are nearly equal and high, and the wakes downstream of the four-plate array with ~ U=11.08
averageCp values of the outer plates, i.e., plates 1 and 4, af¢/s and s/t=0.192. Figures 4 (a) and 4(b) show example flow
nearly equal but relatively lower than ti@p values for the inner Patterns before and after flopping.
plates.

The flow visualization of Fig. &) shows narrow wakes down- . . . .
stream of plates 1 and 3 while wide wakes are observed dowigh Or low for the top plate in each plate array is determined and,

stream plates 2 and 4. Consistent with the time series of pressiifil! these data, two probability density functions are created as
coefficient shown in Fig. 3, a new mode can be observed spontaoWn in Fig. 6. The f%d line represents the zero event Poisson
neously after flopping has occurred. The flow visualization of Figlistribution,P(t/T)~e""", whereT is the mean interval between
4(b) shows a second mode in that narrow wakes are obseni&gsitions. This agrees with the measured pdf. Hence, consistent
downstream of plates 1, 2, and 4 and a wide wake is obser/¥h the observation of Kim and Durbda] for two-cylinder ar-
downstream of plate 3. rays, the duration of time intervals at both high and IBpvalues

The flow visualization of Figs.®) and gb) show examples of fqr t\./vo,.three, and four-plate arrays follow a zero-event Poisson
two other modes of spontaneous flopping observed downstreanflisribution. o
the four-plate array. In Fig. (8), narrow wakes are observed Flgure 7 shows th.e pdf of the time intervals between one tran-
downstream of plates 2, 3, and 4 while wide wakes are obsengfon from low to highCp value and the subsequent transition
downstream of plate 1. In Fig.(), narrow wakes are observed{Tom low to highCp value for the top plate in the two, three, and
downstream of plates 1, 2, and 3 while a wide wake is observiQyr-plate arrays. The solid line represents the one-event Poisson
downstream of plate 4. distribution, P(t/T;)~(t/T;)e"YTi, whereT, is the flopping pe-

In order to determine the probability density functigpdf) of —riod. Although the distribution for all plate arrays is very similar,
the time interval betweerCp transitions, a threshold is set tothe measured pdf and one-event Poisson distribution are clearly
delineate between the high and |&p values. The length of time dissimilar. Hence, flopping for two-, three-, and four-plate arrays

for each period that the avera@® magnitude remains relatively iS not a Poisson process. ] )
Figure 8 shows the power spectra of an uncalibrated hot-wire

signal for two, three, and four-plate arrays with=11.08 m/s,
which are measured in the downstream plane/&t 2.5 from the
trailing edge of the plates in the array. Specifically, Figa)8
shows the power spectra for a two-plate array Wit 0.25 mea-

Table 3 Modes of stability of a four-plate array for various
spacing ranges (U=11.08 m/s, t=1.27 cm)

e MCDES AR TR g sured on the centerplane of the array and Fig) 8how the power
R e e e P N Y- O Y5 spectra for the same array measured at s/2 above the upper surface
e et o s ararw| O INE UPPET plate. Peaks in the power spectra that is obtained on
0.262°0.528 | flopping between owter plates 0740065] 090 9% Joswora] the plane between the upper and middle plates are shown at 48.2
05282000 | conters equal and bigh, ovter pltes equal and low | 074 22 292 L2 Hz and 98.1 Hz which correspond to Strouhal numbers of 0.06
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Fig. 7 Probability density function for the time intervals be-
tween one transition from low to high Cp and the subsequent
transition from low to high  Cp with U=11.08 m/s. Symbols: one
event Poisson distribution, —; pdf for the two-plate array with
s/t=0.25, @; pdf for the three plate array with  s/t=0.5, l; and,
pdf for the four plate array with  s/t=0.192, A.

and 0.11. The Strouhal number of 0.11 is fairly consistent with the
Strouhal number of 0.14 observed by Nakam(8& Thus the

peak observed at 98.1 Hz is also observed of single plates. The
power spectra measured at s/2 above the plate show the peak at
48.2 Hz but not the peak at 98.1 Hz. Although the peaks in the
power spectra show average dominant frequencies, the informa-

Fig. 5 Smoke visualization showing spontaneous flopping of

the wakes downstream of the four-plate array with U=11.08
m/s and s/t=0.192. Figures 5 (a) and 5(b) show example flow
patterns before and after flopping.

Fig. 6 Probability density function for the time duration of
high average and low average Cp values with U=11.08 m/s.
Symbols: zero-event Poisson distribution, —; high average Cp
values (two-plate array, s/t=0.25), @; low average Cp values
(two plate array, s/t=0.25), O; high average Cp values (three
plate array, s/t=0.5), B; low average Cp values (three plate
array, s/t=0.5), OJ; high average Cp values (four-plate array,
c/t=0.192), A; and; low average Cp values (four-plate array,
s/t=0.192), A.
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Fig. 8 Power spectra of the hot-wire signal, E \-(hw), with U
=11.08 m/s and x/t=2.5. Fig. 8(a) measured on the centerplane
of the two-plate array; Fig. 8 (b) measured at s/2 above the up-
per plate of the two-plate array; Fig. 8 (c) measured in the plane
between the center plate and the upper plate of the three-plate
array; Fig. 8 (d) measured at s/2 above the upper plate of the
three-plate array; Fig. 8 (e) measured on the centerplane of the
four-plate array; Fig. 8 (f) measured between plate ; and plate , of
the four-plate array; and, Fig. 8 (g) measured at s/2 above the
plate ; of the four-plate array.
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tion gained from the pdf shows that wake fluctuations that corrécknowledgments

spond to these peak frequencies are random, and do not corre- .
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plates 2 and 3. Figure(8 shows the power spectra for the same [1] Bearman, P. W., and Wadcock, A. J., 1973, “The Interaction Between a Pair
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8(g) shows the power spectra for the same array measured at s/2! Kim, H. J., and Durbin, P. A., 1988, “Investigation of the Flow Between a
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fields generated around the plates may interact and cause the av- Fluid Dyn. Res. 17, pp. 311-328.
erage magnitude of thép values in the wakes of the plates to be [6] Guillaume, D. W., and LaRue, J. C., 1999, “Investigation of the Flopping
unequal. Depending on the separation distance between the plates, Regime of Two-, Three-, and Four-Cylinder Arrays,” Exp. Fluids, pp.
this interaction results in flow field behavior that is either quasi- . iﬁ;;lémj and McGlintok, F. A, 1653, “Describing Uncertainties in Single
stable or flopping. These behawqrs produce two distinct peaks if Samble Ex’periments,” Mech. En@m_ Soc. Mech. Eng, 75, pp. 3-9.
the power spectra. The frequencies of the wake fluctuations tha{%] Nakamura, Y., Ohya, Y., and Tsuruta, H., 1991, “Experiments on Vortex
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Improving Startup Behavior of
Fluid Couplings Through
w.mienga | Modification of Runner Geometry:

Research Engineer,

s | P@rt —Fluid Flow Analysis and

45470 Miilheim, Germany

vk mira' | Proposed Improvement

Professor,

Institut fur Thermo- und Fluiddynamik, For the use as a startup device the characteristic of a hydrodynamic coupling has to be

Ruhr-Universitat Bochum, steep at the nominal high speed operation condition and flat in the range of lower speed

44780 Bochum, Germany ratios. The economical design of the runner requires that the mass and the volume of the
coupling should be as small as possible. The flow field in a starting configuration is
simulated and a detailed analysis of the three-dimensional flow field is performed to
deduce constructional modifications which meet both requests. The analysis shows that
several modifications on pump and turbine runner seem to be successful. The conse-
guences of the variation of the runner geometries will be discussed in detail in Part Il of
this paper.[S0098-220200)02104-7

Introduction Thus, the torque increases with increas'mg-cu) and so it

Fluid or hydrodynamic couplings belong to the group of hyPecomes maximum for the stopped turbine. Obviously, the
draulic gears. The coupling consists of a pump impeller and&nount of fluid in the working enclosure determines the torque
turbine runner with radial vanes which are aligned face to face {fgnsport. In a partially filled coupling a two phase flow system
a single casing which also rotates with the puffjg. 1). Gener- consisting of a liquid and a gdsair) appears. The torque is gen-
ally, the impeller and the runner are of symmetrical structure wigrally represented by the efficiency number M/(p- 3-D®) in
nearly the same number of blade§Z=1-3), which have no nondimensional form. The transmission behavior is a function of
profile and are not twisted in radial direction. The working fluid ighe ratio of the rotational speagdy/wp between the turbine and
usually an oil of low viscosity. The pump is driven by a primghe pump. This characteristic depends on the flow structure which
mover. The working fluid flows in the blade channel, leaves théepends on the geometry. An experimental determination of the
pump at the tip, enters into the blade channel of the turbine, aglgtailed flow field in order to study the effect of the geometry is
moves toward the hub where the fluid moves back to the punipohibitively expensive and probably not possible. The other al-
Momentum exchange between the fluid and the turbine blad&gnative is a numerical investigation of the flow field. To this
makes this wheel turn in the same direction as the pump. TRerpose the authors developed a code in the body-fitted rotating
circulation of the fluid moving from the pump to the turbine, forcoordinates in order to solve Reynolds averaged Navier-Stokes
which a speed difference or slip is the necessary condition, trafgjuations wittk-¢ turbulence model. This code has been used to
ports the torque. Under steady operating conditions the inertia @&falyze the flow field in a standard coupling, see Bai €2dland
the fluid need not be considered, since no other intermediate dfgdustrial couplings, see Huitenga et f8]. Bai et al.[4] have
ment such as a stator as in a torque converter is present. Soaa@pared the coupling characteristics with experiments in order
torque of the turbine runner is equal to that of the pump, sée validate the code.

Formanski[1]. This work focuses on the fluid flow analysis to gain understand-

The advantage of hydrodynamic couplings over mechanidfg of the time averaged and the time dependent effects. This
clutches lies in their ability to absorb shocks and isolate torsiorighowledge serves as a basis for geometrical modifications which
vibrations and to cut the power transmission by draining the col@ad both to improved startup behavior as well as more economi-
pling while the prime mover is running. No-load motor startup i€al design. The characteristic of a coupling with good startup
possible and the driven machine is accelerated smoothly by filling
the coupling. In contrast to mechanical clutches, they have no
losses due to friction when accelerating to the operating condi-
tions. Hydrodynamic couplings are used for driving conveyors,
propellers of icebreaking ships, heavy earth-moving and agricul-
ture machineries. The transmitted torgle for hydrodynamic
couplings is given by:

M=[Mq|=[Mp|=m-(r¢ [a—Tcle)

wherem is the circulating mass flow and(gi|Afrcu|E) is the
specific moment of momentum.

1Deceased.

Contributed by the Fluids Engineering Division for publication in ticeJBNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . .
December 4, 1998; revised manuscript received July 10, 2000. Associate Technfcg. 1 Elements of a hydrodynamic coupling and schematic
Editor: M. Dhavbhadel. flow path
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mine the mass fluxes through control volume faces from adjacent
control volume centered quantities, see R8I Constant values
for all flow variables are given as initial conditions. A stationary
solution for every relative position is reached after five passages
of the turbine blade through the computational domain. The com-
R N putational domain is limited by walls in axial and radial direction.

B Because the coordinate system is fixed to the pump these walls do
not move, whereas the ones in the turbine turn with the difference
of the circumferential speed against the sense of rotation. Wall
functions are employed to describe the boundary conditions along
. the walls of pump and turbine impeller, see Launder and Spalding
0 — . . ‘ [10] and Bai et al[4]. Since the geometric form of the blades is
0.0 02 0 06 08 1.0 simple, it is possible to use one grid block for calculation. The
blades of the turbine runner are treated as internal obstacles mov-
Fig. 2 Operation characteristic for a standard coupling and a Ing relatlvely to t_he CompUtat'_onal domaﬂKOSt_ e_t al[11]). This .
special start-up device procedure is suitable to avoid problems arising from matching

grids that move relatively to each other, see Rai. But it is not
suitable for turbo-machines with complex geometrical forms.
behavior should run horizontal for small speed ratios, see Fig. 2.Périodic boundary conditions are prescribed at the circumferen-
This means a constant difference between the torque transmitgSurfaces of the computational domalfost et al.[13]). Since
through the coupling and the one provided by the motor so th%‘[e matrices that arise from dlscretlzmg the Navier-Stokes equa-
the acceleration of the load is constant also. The characteridf’S ar¢ symmetric and sparse, an incomplete lower-upper de-
should also have a steep gradient at the nominal point of opef@MPosition method, the strongly implicit procedure is applied, to
tion. This allows the driven to turn with nearly constant speetPve the equation system, see Stdaé]. Details of the flow
while the torque may vary in a wide range. This means also€gquations and of the computational scheme can be found in Bai
small difference of speed between the two runners in order ghal.[2].
minimize the power dissipating into heat. The modifications of the . .
runner wheels should result in lower mass and construction véN1alysis of Flow Field
ume in order to enable higher loading capacity and compactThe torque transport between the pump and the turbine wheels

start-up

2 nominal operation

'403T lop

machinery. is achieved by the circulating mass flow. This primary flow is
. ) superimposed with strong secondary flows, which are caused by
Basic Equations the centrifugal and the Coriolis forces in radial direction and by

In the present study the coupling is assumed to be completérll? flow not aligned to the blades. The area of the secondary flows

filed so that a single phase flow can be considered. FurthermoeStrongly dependent on the working condition and the relative

constant properties of the fluid i.e., constant viscosity and densﬂ9_|s_irt]i§nbgfsitglzgohrﬁgﬁytohggcg ?ggghgular shape of the working

are assumed. The fluid flow can be described by the three- "= - ) A ;
dimensional unsteady Reynolds averaged Navier-Stokes equatiphgUit with inner to outer diametet/D =0.28 and blade-width to

in conjunction with the eddy viscosity concept, which is realizeguter diamete3/D=0.33. The number of blades for the flow
here through thé-s model, Bai et al[2]. Since the fluid flow analysis isZ=24 andZ=48 for later modificationgPart I).

area in industrial couplings is quite irregular, see Huitenga et al. .
[3], the numerical solution method is suited for nonorthogonal M€ Averaged Flow Field

contour-fitted grids. Cartesian velocity components are used, sdrigure 3 shows the velocity components in a section along the
that the conservation laws are spatially invariant and the momesoupling axis. The flowfield is averaged first in time for all rela-
tum equations are in strong conservation form see BBticThe tive positions of pump and turbine and secondly in circumferential
mathematical model is discussed in detail by Bai e{2). The direction. The primary flow is directed clockwise in the blade
general transport equation for a specific variaflecan be ex- channel. Only the corners of the geometry show small dead water
pressed in contour fitted coordinatés with cartesian velocity areas and secondary eddies. At nominal operatisn0(03) the

components: center(neutral point of the circulating flow is fixed in the gap
I P J _betv_veen the two runners. The radial position of the neu_tral surface
—+ > —(C;®+DP)=S; for d=u,v,w,k,s. is situated in such a way that the segment of the circular ring
ot Joag ! ! bounded by the two blades and the hub and tip is divided into two

equal areas. This results in equal average axial velocity in the two
arts.
'At the outer diameter the fluid flows from the pump to the
turbine parallel to the outer wall. The alteration toward the hub is
. forced by the back wall because the centrifugal force acts against
Method of Solution it. The reduced area toward the coupling axis leads to an increase
The finite volume scheme is applied and all dependent variablefsthe axial components of velocity and a flow toward the pump.
are defined at the center of each control volufnen-staggered Immediately after entering the pump the velocity vectors show
grid). The discretization in time is second-order accuf@eho increasing radial components because of the increasing centrifugal
nung[6]). The deferred correction procedure of Khosla and Rubifierces. The magnitude of the vectors changes only slightly al-
[7] is used to discretize the convective fluxes. The diffusive partisough the free flow cross section increases toward the outer di-
are obtained by assuming linear variation of the variables. ameter. This can be explained by the superposition of the circum-
The coupled equation system is solved through several itefarential velocity due to the secondary flow on the axial velocity.
tions (sequential solution methadn the present method, the cou-Velocity components in pure radial direction are found only near
pling between pressure and velocities is achieved by the Sithe back wall whereas the velocity vectors near the gap are diago-
PLEC algorithm, see van Doormal and Raithl@}. In order to nally directed.
avoid an oscillatory pressure field due to the nonstaggered vari-A change of the operation conditiors€0.50) leads to a
able arrangement a special interpolation has been used to detbange of the flow structure. The radial position of the neutral

The convective, diffusive, and source te@y, Djb, andSg ,
respectively, vary for mass, momentum, turbulent kinetic ener
and turbulent kinetic diffusion equation.
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Fig. 3 Flow field averaged in time and circumferential direc-

tion in a meridional cross section Because the velocities of the relative channel vortex are di-

rected against the throughflow on the front of the blgutessure
side only small velocities are there. They influence the flow

point sinks down to half the blade height and moves in axiaktructure at small slip so that local backflawig. 4(a) I ... Il)
direction from the gap into the middle of the pump. It is interestappears at the blade root which is no longer visible when the
ing to see that the area reaching from the neutral point to the gawassflow increaseig. 4b) I ... 11).

and a quarter of the blade height radially outwards shows actuallyWith increasing radius the influence of the friction leads to
no flow at all. Thus, the circulating mass flow is fixed to a smahigher velocities in the middle of the channel opposed to the near
area at the back wall. wall region (Fig. 4(a) Ill). They cause higher Coriolis forces
In Fig. 4 several sections through the machine axis from thehich result in a pressure gradient toward the pressure side. The
pump over the gap and toward the turbine are presented sidefbsces transport fluid from the middle of the channel to the blade
side to elucidate the spatial flow structure. The flow field is agafront so that the flow profile is shifted. The casing defines the
time averaged and the vectors represent the relative velocity dmnnel in radial direction and the fluid is transported in the
that pump and turbine wheel do not move relative to the flow. TH®undary layer there from pressure to suction side. This mecha-
shaded areas represent the axial components of the relative vetasm in conjunction with the deflection toward the blade root
ity in the corresponding section. Areas with negative sign imply makes the flow roll up at the blade tipassage vortex Because
mass flow from the turbine to the pump and are outlined ke rotation of the vortex is equal to the one of the wheel the
dashed lines. The line of view is along the rotating axis. velocities of the particles involved into the vortex are directed
In the pump the pressure side is on the front of the blade aadainst the circulating mass flow.
the suction side is on the back. The flow structure below theIn contrast to the pump where the pressure field is impressed
neutral point can be described by a frictionless relative flow infasom outside it follows in the turbine as a reaction. Therefore the
rotating radial channe(Fig. 4(a) |...1ll). This results from a suction side develops at the front of the blade and the pressure
superposition of a throughflow while the wheel is standing stilide at the back. The effects acting on the flow field are equal to
and a circulating flow without throughflowelative channel vor- the ones in the pump but opposite conditions result from the dif-
tex). The last one is characterized by a homogeneous velocfgrent flow directions. Above the neutral point higher velocities
distribution along the whole channel which results from the asre found on the suction side and lower velocities along the pres-
sumptions of the one dimensional theory of streamlines. The csure side because of the superposition of the circulating flow and
culating flow consists of a vortex and shows the same angulhe relative channel vortexFig. 4(a) IV ...VI). The Coriolis
velocity like the wheel but in the opposite direction. For inviscidorce shifts the flow profile to high velocities on the pressure side.
fluid the total rotation of the systeifwheel and fluigl should be A secondary eddy develops between the blade roots and causes a

zero. This can be achieved only by the fluid having a motion iftuid transport in the boundary layer at the hub.
the opposite direction as the wheel. The distribution of the axial flow components shows that the
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entering and leaving mass flows are divided by an inclined placenter of the flow channel become higher. This results in a stag-
(Fig. 4@ I ... VI). It starts on the front of the blade near the hulmation point at the center of the back wall and fluid transportation
and ends on the back of the blade at 0.3 of the blade heigiibng the blade walls toward the gap. These structures are typical
beneath the casing. The exact radial position on the blade suction pipe elbows with two symmetrical vorticies, indeed. Due to
side is defined through the stagnation point and shifts outwarte rotation of the whole blade segment and the resulting pressure
from the gap to both wheels back wall. Therefore, the pressuaad suction sides the fluid is led away to the blade back, so that
side shows an area where the velocities are distributed againstahé/ one secondary vortex persists. The secondary flow between
entering massflow. In addition to that, the area in the pump shod tips of the turbine blades develops for identical reasons as it
no radial components, so the mass flow is blocked here. does in the pump.

The axial velocities are maximum at the hub between the gapAt higher slip (=0.5) the circulating mass flow increases, so
and the middle of the pump, whereas they are maximum along tiet the vortex in the pump vanishes completétig. 5b)). Be-
blade tip and the back wall of the turbine. The distribution of theause of the higher axial flow components the fluid flows over the
radial flow components changes from pump to turbine becausevdfole length of the turbine blades. The large difference between
the alternating flow direction, but are constant for each runner. the speed of the wheels makes the flow detach at the leading edge,
contrast the axial velocities decrease towards the back wall. Wih that this wheel shows velocities directed against the circulating
increased slip the flow through the pump is now mainly aligned tmass flow over half the channel width in circumferential direction.
the back wall(Fig. 4(b) 1). The flow profile is more homogeneous
but. is again influenced by.the Corioli.s forge. The increased V§yme Dependent-Periodic Flow Procedures
locities in contrast to nominal operation dissolve the deadwater )
region on the pressure sidEig. 4@) | . .. 1) and the circulating Figure 6 shows the influence of the blade.movement on the
direction through a radial plane. The location of this plane is give{1oW the static pressure differenkgs on the blades in the course
by the stagnation line of the passage vortex, whose size is redu€é@ne flow period. The resulting forces from this pressure differ-
in circumferential directior(Fig. 4(b) I ... Ill). ence outweigh all other terms and _thus represent the significant

The mostly axial flow along the first 40% of the blade lengtRart of the torque transmission. Besides the influence of the re]a-
makes the passage vortex more significant. Radial componentst&@ movement it shows which part of the blade takes part in
restricted to this secondary flow, so that the mass flow is directifdue transmission. ) )
toward the hub. The stagnation point indicating the separationThe amplitudes of the pressure changes are maximum in the
plane between positive and negative axial velocities drops to hB#MP at the blade tip and are smoothed with increasing axial
the blade height near the hub. Because the direction of rotationftension(Fig. 6@a) I). The flow proceeding along the pump pres-
the passage vortex is identical to that of the wheels, the reorgafie side into the other wheel is modified by the pressure field
zation from the gap to the turbine is continuous. belonging to the turbine blade. With increasing qlstance bgtween

Figure 5 ShOWS the passage from one Whee' to the Other in twse two blades the boundary |ayer Of the turblne front Slde re-
corresponding levels. The line of view is from the tip to the root
of the blades. Points of operation differing only slightly from
nominal operation show all the same structure and are therefore
represented here kg~ 0.50. Strong secondary flows are present

in both points of operation and reduce the cross-section in circum- 0 :2z/Bp=-05
ferential direction. br2 S I e
At small slip the entrance region of the pump shows an ex- a2 B z/Br=+05

tended vortex along the pressure side, which forces the mass flown it
toward the suction sidéFig. 5a)). This can be led back to the

action of the centrifugal forces in the meridional cross section.
Due to the boundary layer at the blades the velocities along the

I) r = 0.85 (D/2-d/2)+d/2
a)s=0.03 b) s = 0.50

Apg .
0.06 i/v‘”<:>@/~7< 0.06
0.04 ™~ - ~— >€ 0.04

I r=0,15 (D/2-di2)+di2 oo e
Il : r=0,85(D/2-d/2)+d/2 r 3112 2T

%/j@ Il)r = 0.15 (D/2-d/2)+d/2

s / a)s=0.03 b) s =0.50
i‘—/‘/ \\ s
= Apg Apg
0.03 j\q ST e TG o.nsj
b)s =0,50 0.02 0.02 4 / ) /
0.01 r\ FT o 0.01 e r:)—;
1 : = < IR R T .
| > 0.01 -0.01
e T R R 072, W
| e R ;X 002 002
Fig. 6 Variation of static pressure difference on the blades for
Fig. 5 Flow path along two different cylinder sections two different points of operation
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duces, so that the axial velocities in the pump reach their maxi- e Z=24(um)
mum att=1/4 T and the pressure increases. The approach of the P S . — Z=24(exp)
two pressure sides causes the flow to dam up on the pump front  ° 7] Il I gjg‘))
side so that the pressure difference is maximunm=a8/4 T be- .
cause the pressure level on the pump blade back is not influence¢, 7 7
due to the steady spatial position of the passage vortex. Immedi-2 ©
ately near the gap the turbine wheel shows at timé/4 T equal I
static pressure on both sides of the blade tip resulting from high ~ ¢
axial velocities which show only insignificant change of direction. 3

2

1

0

8 4

In the course of time the pressure on the front side decreases, st
that the difference swings to half the absolute level as in the
pump. Similar pressure history takes place in the turbine middle — T T T T T T T %
with a phase lag. The mean values are reduced by half in the 00 01 02 03 04 05 06 07 08 09 10
turbine blade root region in relation to the casititg. 6(a) I1). or/op

The passage vortex stabilizes the flow structure here, so that
both reference points only small variations are visible. The en
counter of the circulating mass flow out of the turbine with the
velocity components toward the gap resulting from the secondary ) ) )
flow inside the pumpicf. Fig. 5 leads to a local stagnation pointPart shows a phase change against the convective part and in-
on pump pressure side. A0 it is directly aligned to the turbine Creases its importance. Because of the periodicity in circumferen-
suction side, so that it is fixed immediately in the gap and tHéal direction the mean value of the time dependent part is zero
pressure difference increases. Through the relative movement @&r one flow period. o ) ] ]
pressure field of the turbine shifts the stagnation point in axial The operating characteristic follows from simulation of differ-
direction to the wheel ground. This leads at titmel/2 T to maxi- €Nt points of operation. Figure 7 shows the calculated in compari-
mum results in the middle of the blade. son to measured values for the two basic geometries, which differ

The effects of the relative movement are limited directly to th@nly in the number of blades. The difference between the values is
gap at higher sligiFig. 6(b) 1+11). The amplitudes of the oscilla- for slip s=0 to s=0.4 lower than 10% and increases to 20% for
tions have doubled at the turbine blade tip and the pump blaBcked turbine, so that the results of the following parameter
root. The pressure difference is limited in the turbine to a smaifudies are transferable to industrial hydrodynamic couplings.
area on the tip near the gap. This area widens at blade front
position att=0 from the turbine pressure side to pump suctio€onclusions
side, so that negative pressure differences are found (fége
6(b) I). The dimension of the pressure bubble in circumferenti%
direction is so large that it embraces the leading edges aly
=1/2T, so that the pressure difference becomes zero.

The oscillations in the turbine result from changes on the su
tion side. The widening distance between the blade leading ed
in timespant=0 tot=1/2 T lower the axial velocities along the
blade front side, resulting to static pressure maximumtat 1 At high slip the pump shows from the gap to the middle of
=1/4T. At the hub of the turbine, the absolute of the pressutbe wheel only axial velocity components. The energy transforma-
difference falls of to one forth of the values at the casirgyg. tion is limited to the wheel ground.

6(b) 11), which means that the momentum transport is limited to = Reduction of wheel width to half
the blade tip. The pressure oscillations in the course of time hap-2 A secondary flow forms between the blade tips in the pump

{ . . . -
_E|g. 7 Simulated and experimental operation characteristic

The significant points of understanding which follow from the
regoing flowfield analysis are summarized below along with the
educed modifications of the geometry that influence the second-
ary flows with the aim to improve the start up behavior of the
Ebupling. In Part 1l of this paper some of these modifications will
investigated.

pen in the pump for the same reasons as in the turbine. and extends in circumferential direction over half the channel
width.
Torque Transmission = Fragmented blades fixed at the hub

3 Along the pump pressure side a dead water area is visible at

The transmitted torque follows from a balance between the tim@minal operation which extends from the hub to half the blade
dependent change of the moment of momentum of the mass in ht.

the control volume and the torque acting on the mass through=, Fragmented blades fixed at the casing

outer forces. 4 At nominal operation the fluid is transferred along the turbine
. DL 4 blade tips from the pressure to suction side.
M= —=_ f ix(pé)dv+f xx(pc)dV = Gap at the back wall
bt 4t J, A 5 In the turbine a secondary flow forms between the root of the
R blades, which extends at nominal operation over half the channel
The moment of momenturh results from the movement of a width.
fluid elementpdV with velocity C relative to reference point with = Fragmented blades fixed at the casing
distancex. The material derivation follows from a local change 6 At the turbine casing the axial and radial velocities increase
and a convective transport of the moment of momentum over tigth different gradients when leaving nominal operation.
free surface of the control volume. The vector equat®rhas to = Reduction of number of blades
be evaluated only for the component in machine axis direction and7 Departing from nominal operation means that maximum
gives the nondimensional torque transmission coefficient. pressure differences are at the corner between blade tip and gap in
Because of the relative movement of the blades the calculatg@ turbine.

torque is time dependent over one flow period. The consequencess A reduction of blade length as well as height is of disadvan-
on torque transmission behavior can be analyzed in more detailtage
dividing the material derivation into the convective transport over
the free flow area and the local, time dependent part. For Iamin&rk led
and turbulent simulations this is documented by Bai ef4land cknowledgment
more parameter analysis is done by Formanski dtldl.Here, it We thank DFG for financial support through SFB 278 Project
should only be hinted that with increasing slip the time dependeBi and Prof. M. Fiebig for his interest in this work.
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N. K. Mitra—In Memorium of unsteady incompressible 3D turbulent flow and torque transmission in fluid
couplings,” International Gas Turbine and Aeroengine Congress and Exposi-
Professor N. K. Mitra died unexpectedly in October, 1999, at tion, 94-GT-69.

the age of 60. During my time at Ruhr University, | got to know [5] Peric M., 1985, “A finite volume method for the prediction of three-
and came to appreciate him as a kindly and reserved person. He dimgnsional fluid flow in complex duqs," Ph.D. thesi_s, Unjversity of _London.
was a wonderful teacher of mathematical techniques and theit®! Schoung. B. €., 1990Numerische StrmungsmechanjiSpringer, Berlin.

. L R . R . 7] Khosla, P. K., and Rubin, S. G., 1974, “A diagonally dominant second-order
rglatlonshlps to physmal problems, especially in developing algo-"" ;.. rate implicit scheme.” Comput. Fluidg, pp. 207—209.
rithms into numerical procedures. He gave to me not only profes{g] van boormal, J. P., and Raithby, G. D., 1984, “Enhancement of the SIMPLE
sional guidance in my work, but also personal friendship during  method for predicting incompressible fluid flows,” Numer. Heat TransTer,
my graduate school career. The death of Dr. Mitra is therefore pp. 147-163.

both a loss of an outstanding scientist, and also a painful personé?] Rhie, C. M., 1981, “A numerical study of the flow past an isolated airfoil with
l0SS separation,” Ph.D. thesis, University of lllinois.

[10] Launder, B. E., and Spalding, D. B., 1974, “The numerical computation of
turbulent flows,” Comput. Methods Appl. Mech. En@,, pp. 269-289.
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In Part | of this paper, we analyzed the turbulent flow structure and the torque transport
characteristics of a fluid coupling. The results suggested certain modifications of the
geometry which can improve the start-up behavior and reduce at the same time the
material costs. In Part || we perform the numerical simulation of the flow in the modified

geometry and investigate the influence of the modification on the performance.
[S0098-22000)02204-3

Introduction differences are visible following from the secondary flow fields

The numerical analysis of the flow structure in ahydrodynamltg'ere' The minimum pressure in the turbine reaches over the

- . X ) X whole blade width. It is limited toward the hub by a line parallel
coupling with a chosen base design was carried out in Part lt Pthe axis and toward the tip by a diagonal line ending in the

this work. The basic equations, boundary conditions and the CO'%ner between back wall and outer casing. Following this struc-

Sggit;ggail:] sg:{;eentuzl[alr]e summarized in Part | and can be foutu e the pressure differences decrease in direction of the outer and
: inner diameters.

Typical flow phenomena which affect pump and turbine in dif- . e
ferent ways are aligned to each point of operation. The followin It becomes evident that the modification of the pump wheel hr?ls
arly no effect on the turbine. The structure of the pressure dis-

paragraphs will focus on three of the suggested six modificatio Hbution is identical to the one in the base geometry, though the

Th? missing three are d|§cussed In detal_l by Hl_Jlte[rﬂjaThese values lie beyond them. The distribution in the pump is similar to
variations represent the first step in the line of improvement, bg-

cause only one of the coupling wheels is modified. The differen atin the original geometry from the middie of the blade to the
between the original and the new geometry is analyzed locally by

means of the flow field and over the whole operation field by

means of the operating characteristic. The second step of improve- ) i _
ment is done by reinforcing the single effects through a combint i
modification of pump and turbine, using only the most useft
alterations.

o2

Improvement No. 1: Reduction of Pump Wheel Width
to Half

Figure 1 compares a hydrodynamic coupling of standard co
figuration with a modified one, where the pump wheel width i*?=%%
reduced by half. Because this modification affects all blades, ap
effects are analyzed through the distribution of the dimensionle
static pressure differenc®pg on the blades. The pictures on the
right show the pressure in the original geometry and the ones
the left show the pressure in the coupling with the modified purn
wheel. The dashed lines around the shaded areas indicate neg:
values of the pressure difference.

' 4 B
‘ | '
The original geometry shows at operation pagrt0.03 in the

pump the maximum pressure differences, which reach from t*#=0225

center of the blade to the back wall, while expanding to equisss. ¥ | L | gl

parts in radial direction. The pressure level decreases wea \‘ { ‘ ’ | B

along the region where the passage vortex shows velocity com| :E

nents directed toward the hub. At the blade base negative press | B
1Deceased. LE
Contributed by the Fluids Engineering Division for publication in ticeJBNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division

December 4, 1998; revised manuscript received July 10, 2000. Associate Technfclg. 1 Static pressure distribution on modified and standard

Editor: M. Dhavbhadel. coupling
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back wall. The maximum of the pressure difference extends inAt point t=0 the blades in both wheels face each other. Be-
radial direction toward the hub as well as to the casing. cause the axial guiding of the fluid along the blades vanished for
With increasing slip the maximum along the back wall of thé¢he modified coupling, at all times two parts of the flow coming
pump falls into two pieces, because the circulation mass fldnom the turbine mix inside the pump. This incident is distin-
increases so that the passage vortex moves outwards. Thus,giiehed by the minimum in the velocity profile as a typical wake.
stagnation point on the suction side shifts to the blade tip and tBecause of the relative movement of the blades the wake moves
resulting pressure differences decrease. The outwardly directediard the pump’s blade front side during one period. The pres-
throughflow occurs mainly along the back wall, so that the effectsire gradient in circumferential direction shifts the mixture area
of the secondary flows are visible only to the middle of the wheehside the channel toward the suction side, so that the velocity
Beyond that, the pressure on the blade front increases more slowigximum at point=0 on the blade back moves to the middle of
than on the back, which results in an area of negative presstine channel at=2/5T to the blade front at=4/5T. Because of
differences. The nonaligned flow to the blades due to the hightie largely homogeneous influx from the turbine the extension of
speed difference becomes noticeable through the detached vottex mixture zone is equal at all times, so that unrelated to the
in the turbine due to impact. This results in a stagnation poirglative position the process of mixing is completed atBf2
between tip and leading edge of the blade with high static pres-The velocity profile in the modified geometry nearly covers the
sure, respectively, pressure difference minimum. one of the basic geometry, whereby the deviations on the pressure
The modified coupling shows again no difference regarding ttséde increase faster than on the suction side. Because of the miss-
pressure distribution in the turbine. The pump shows the splittéty development of a boundary layer in the middle of the channel
maximum as in the base geometry but is lacking most of threore mass can be carried through. The expected massive influ-
negative pressure differences. The resulting operating charactegisee on the dead water area is not obtained, because the dimen-
tic for this coupling is compared to the original one in Fig. 4. sions are reduced by the increased number of blades altsady
Part ). The effect on the operating characteristic is shown in
Improvement No. 3: Fragmented Blades in the Pump Fig. 4.

Fixed at Casing Improvement No. 4: Gap at the Turbine Back Wall

Figure 2 shows a hydrodynamic coupling with a n:)odified PUMP The next modification focuses on the turbine wheel. A gap at
wheel where every second biade has a gap of 20% of the bIagle wheel ground of 20% of the blade width allows fuid to flow
eight between the root and the blade foot so that it ends insidg, g the blade in axial direction from pressure to suction side.

the middle of the deadwater area described in Part I. In Fig. 3 the flow process into the turbine is presented through the
As a function of the relative position of the blades to each other

the axial velocity profile in the pump is presented $e+0.03 for
the original 6,/D=0) and the modified geometrys(/D
=0.07). The sectional plane is placed midway between the root
the modified blade and the hub.

1 : r=0.85 D2-d/2)+d/2

I r=0.10 (D/2-d/2)+d/2

t=2/5T
t=3/5T
2n/Z T
0 ( ’,ii: i t=4/5T
omzl B
Bp 0
Fig. 2 Influence of relative motion on axial flow field Fig. 3 Time averaged velocity vectors and streamlines
690 / Vol. 122, DECEMBER 2000 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



time averaged flow field for two different operational conditionsEvaluation of the Effects on the Operation Characteris-
The cross section is placed near by the casing and shows §

projected velocity vectors together with the calculated stream- . . .
lines. Again, the modified coupling is presented on the left side, The effects on the operational characteristic from the modifica-

the original one on the right. tion of the runner geometries are presented for all 6 variees

Figure 3a) represents the nominal point of operation. It bePart ) in Fig. 4, where the left-hand side deals with the pump and
comes clear that the reduction of the blade length does not leadig right-hand side with the turbine modifications.

a dissolution of the secondary flow at the back wall. The axial The effects on the flow field were discussed for the first variant
extend of the vortex in the second channel, looking in the direBy means of the pressure distribution on the bla@ésFig. 1).

tion of rotation, is now determined by the gap itself. The limitedhe characteristic of the modified coupling reaches the same
extension in axial direction is combined with a smaller one itorque level at nominal operation as the basic geometry (figs
circumferential direction. The flow process into the turbine causé§)), because here the pump blade showed negative pressure dif-
considerable effect on the velocity field in the first channel. Therences near the gap, which don’t show up in the new coupling.
secondary flow field is shifted from the wheel ground toward thEhe degree of stiffnes@dST) reduces about 10% and the trans-
gap. The diagonal toward the blade directed velocities from tiperted torque decreases to about 95% of that of the starting ge-
second channel lead to a stagnation point on the suction side. Timeetry independent from slip.

axial flow through the first channel is tied up completely after half The intention to modify the coupling with a gap between blade
the channel length, so that the mass flow in the second channdipgsand casing, was to influence the passage vortex, which was
higher than in the first. found to be dominant at nominal operation. The extension of the

An increase of the speed difference between the two runnagscondary flow is reduced in the blade channel being second in
causes the circulating mass flow to increase as well as the ntise rotational sense. At the same time, the axial velocity is in-
matching flow towards the blades. The inflow concentrates mostyeased, so that the torque is raised by 51% and the degree of
on the pressure side and shows along the whole blade width gififness by 18%(Fig. 4(b)). With increasing slip the high radial
velocity deceleration. Therefore the vortex found at nominal ogelocities work against the direct flow around the blade tip from
eration is displaced and the flow structure along the whole chanpgéssure to suction side. So both variants transport the same
is dominated by the detaching vortex. At the wheel ground therque fromwr/wp=0.3 to the blocked turbine.
fluid is guided toward the suction side unrelated to the design of The dead water area at the blade front is influenced by the blade
the blades. Only a small amount of mass flows over from thgsight reduction near the hub. The effects were discussed looking
second channel into the first one, so that neither the order gfthe axial velocity distributiotcf Fig. 2). The torque at nominal
magnitude of the velocity vectors nor the dlmensmn of the de%eraﬂon exceeds the one of the basic geometry by &5itp
water area differ from the basic geometry. Figure 4 presents thg,). with increasing speed the difference between the character-
resulting operation characteristic. istics decrease, so that the lines cross each other Abp=0.8.

The gap at every second turbine blade along the wheel back
wall leads to a severe flow around the blade tafl. Fig. 3.
Therefore, the first blade channel is choked and the torque falls to
about 70% of the initial onéFig. 4(d)). With increasing slip the
velocity fields in both channels equalize, so that the difference in
torque transport minimizes. Nevertheless, the torque reaches only
90% of the original value at turbine standstill.

The fractional blades fixed at the casing cause the mass to flow
with high circumferential velocities from the second to the first
channel. This results in a common single secondary flow area at
the hub. Additionally, the axial velocities are not affected, so that
the torque is 3% higher at nominal operatigfig. 4(e)). The
positive effects intensify untilot/wp=0.9 where an increase of
torque transmission of 17% is found. With the turbine wheel
slowing down the modified geometry reachesvatl wp=0.7 just
the same value and runs nearly parallel to the basic geometry until
wT/wp: OO

The transition from nominal operation to braking causes, in
conjunction with the detaching vortex in the turbine, low velocity
gradients in the circumferential direction. While increasing the
opening angle between the blades this structure can be used to
increase the circulating mass flow. Two different kinds of blading
are tested. It is obvious that having the number of blades reduces
the start-up torque by 24% and the characteristic runs nearly hori-
zontal untilwt/wp= 0.7 (Fig. 4(f)). The nominal torque is slightly
influenced by an increase of 7%, while the DST increases about
11%. With a blade ratio o#Z,/Z;=48/36 the tendency is re-
versed. Here the torque is increased at nominal operation by 26%
and the DST by 29%. The whole partial operation shows values of
about 7% beneath the ones of the starting configuration.

The reduction of mass comes to 3% for shortened blade runners
and to 5% and 9%, respectively, for the modification with reduced

Pump Turbine

1. Reduction of wheel width 4. Gap at back wall
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Fig. 4 Comparison of different pump and turbine modifica-
tions

Journal of Fluids Engineering

number of blades in the turbine. Halving the pump wheel leads to
25% reduction of mass and is of interest since, simultaneously, the
coupling volume becomes smaller.

All characteristics in Fig. 4 represent the modifications of one
single basic geometry. Additional experimental data were ob-
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Fig. 6 Reduced number of blades for Ek =2.5-10"%, B/D=0.17,
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a) Optimisation of start-up behaviour

=  Pump with fragmented blades fixed at hub,

Turbine with reduced number of blades
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b) Reduction of mass
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Fig. 7 Optimization of start-up behavior and reduction of
mass
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tained from two hydrodynamic couplings which were tested under
different operational conditionsee Fistef3]). In both cases, the
calculations again agree well with the experiments.

One geometry was tested with a reduced length of the pump
runner. In Fig. 5 the calculated torque transport is 25% less than
the experimental value over the whole range of slip. But the cal-
culated and measured characteristics of the modified coupling run
both only 10% beneath the original one, so that the tendency
predicted by the presented numerical results is confirmed.

The reduction of the number of blades in the turbine by half has
also been compared with experiments. Although the coupling was
not completely filled with the working fluid, leading to a severely
different operation characteristic, it was found that the experimen-
tal and numerical data indicate a reduction of start-up torque by
10% (Fig. 6). On the other hand, the torque at nominal operation
and the degree of stiffness slightly increase, so that this examina-
tion again confirms the results above.

Conclusion

For the optimization of the transmission behavior it is necessary
to combine a pump wheel with fractional blading and a turbine
wheel with 36 bladegFig. 7(a)), because the reduced pump wheel
width will at any rate lead to a lower start-up torque, which has to
be compensated. It can be seen that the operational features of
both variants superimpose at low slip, so that the torque at nomi-
nal operation raises about 63% and the DST about 29%. The clear
increase in torque transmission untif / wp= 0.5 results together
with the 90% reduced start-up torque to an operational character-
istic which allows the hydrodynamic coupling to be used for
start-up application. The mass of the coupling is reduced by 8%
from the basic geometry.

If the development focuses on the mass and volume reduction,
a half-width pump runner combined with a turbine runner with 36
blades is suitable. With this wheel combination it is also possible
to increase the torque at nominal operation by 22% and the DST
by 7% (Fig. 7(b)). Because the start-up torque sinks to 80% the
operational characteristic has an even expiration. Besides the good
adaptation of the operational condition the mass can be reduced
by 30%.
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Nomenclature

A = surface area of blade channel

C. = convective termj=1,2,3

= outer diameter

= diffusive term,j=1,2,3
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distance between fluid element and rotational axis
S|Ip, S= ((,()p_ (,()T)/(,l)p

time

velocity vector components in relative system
distance between fluid element and reference point
dimensionless static pressure different@= (Prront
~ Pgacd/ (@ wp(wp— w7)D?)

= dissipation rate

nondimensional torque

O
énz‘l_k_. (ﬂ—-oeo
o I

= - = 3'xo¢N<
Il

£
S

>
T Xy
I

~ ™
Il

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



¢ = generalized coordinatef=1,2,3
o = density

& = conserved intensive property
® = angular velocity

Indices
A = exit
E = entrance
P = pump
T = turbine
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m = meridional direction
= circumferential direction

c
I

References

[1] Bai, L., Fiebig, M., and Mitra, N. K., 1997, “Numerical Analysis of turbulent
flow in fluid couplings,” ASME J. Fluids Eng.119, pp. 569-576.

[2] Huitenga, H., 1997 Verbesserung des Anlaufverhaltens hydrodynamischer
Kupplungen durch Modifikation der Kreislaufgeomettébl, Dusseldorf.

[3] Fister, M., 1993,Experimentelle Untersuchung an hydrodynamischen Kup-
plungen mit verstellbaren Kalen, Ph.D thesis, Bochum.

DECEMBER 2000, Vol. 122 / 693

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Large Eddy Simulation of a
st | SMOOth CGircular Cylinder
e | Oscillating Normal to a
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Arne E. Holde Results of a numerical evaluation of transitional flow around a circular cylinder forced to
Aeronautical, Civil and Mechanical oscillate in a direction normal to a uniform flow are presented. The cylinder is considered
Engineering Department, to be a representative of a single riser exposed to a steady current. Numerical simulations
University of Hertfordshire, were carried out using the LES method in 2-D and 3-D with a near-wall approach that
Hatfield Herts, AL 10 9 AB UK. was developed without using a “law of the wall” for a finite element code (FEM). The

3-D simulations were compared with the 2-D results and experimental data in order to
assess the relative performance of the 3-D LES simulations. The results show that 3-D
LES gives more realistic flow field predictions and can further remove overconservatism
in the prediction of hydrodynamic force coefficiei80098-220000)01103-2

1 Introduction noninertial Eulerian grid system that is fixed to the cylinder oscil-
?t_ing normally to a uniform laminar flow. They modify Navier-

Offshore risers are essential parts of modern offshore techn ’ . .
F_okes equations with acceleration terms. Sun ef8l.use an

ogy. The risers may be many hundred meters long and have ) L ; . . ) S
ameters of around 0.5 meters. The present work is an initigertial Eulerian fixed grid system in which cylinder oscillation is

framework for the use of Computational Fluid Dynami€&FD) represented by sinusoidal §Iip velocity boundary conditions. In
in the modeling of the hydrodynamic forces on risers connected §gntrast, Namurg9] and Wei et al[10] carry out successful Ar-
floating oil and gas production systems. Due to the dimensionskjfrary Lagrangian and EuleriatALE) solutions in which the
typical risers it is difficult to model them in laboratory scale afhesh is moved in the vicinity of the cylinder surface while being
realistic Reynolds numbers, thus the application of CFD to sudbed in the far field. Although ALE formulation in these studies
studies may be very useful for future offshore projects. Whilgeems promising, it is computationally expensive and time con-
risers experience higher Reynolds numbers and different osciluming as it requires a great number of mesh points to be trans-
tory frequencies to those reported here, there is little experimentatmed to their new position in the computational domain. There
data available for these situations. On the other hand, it is nec&salso a chance for meshing errors. In pointing out this fact, Tutar
sary to compare the simulation results with experimental valugad Holdo[11] suggest that for small cylinder displacements, a
that are available in the literature. flow problem defined with the ALE formulation in a moving do-
The early experimental studies conducted by Tritféh and  main can be remodeled in a fixed inertial Eulerian grid system by
AchenbacH2] show that even at a relatively low Reynolds numaqding a new body force term to the governing equations which
ber the ﬂow around a C|rcula'tr cylinder bfecome§ turbulent and thes valid in a fixed Eulerian grid system.
boundaries of the flow regimes are directly influenced by the \ymerical modeling of turbulence is the another issue to be

change in the Reynolds number. Bearman and Cli@fi@mpha- 1, yjeq. Since the time and space scales of turbulent motion are so

size the effect of cylinder oscillation frequency and/or amplitudgma”, the large number of grid points and small size of the time

on th? flow as well as that of Reynolds number. The eXtenS'\é?eps required makes direct computation of turbulent flow still
experimental study of Sarpkayd] shows that for rough cylin- : ) . .
%%ractlcal. Therefore, in order to accomplish the complete solu-

ders, force coefficients depend also on the surface roughness f the flow field . for bluff bod imolificati
differ significantly from corresponding to the smooth cylinder. ofjon ofthe flow fie equat!ons or blutt body, some Simpli |cat|on_
of the flow system by using an appropriate turbulence model is

the other hand, Williamsofb] indicates that three dimensionality ; : X f ) >
plays a role in the wake flow dynamics of the cylinder motiorneeded. Numerical S|mule_1t|ons carried out by Majumdar and R_odl
The conclusion from these well-known experiments is that oscli}2] suggest that the widely used Reynolds-averaged Navier-
latory frequency and/or amplitude, three dimensionality, surfagdokes equationdRANS) based standard two-equation turbulence
roughness, and Reynolds number are the main governing pardigdels (k—e and k—1) are incapable of accurately predicting
eters that significantly affect the hydrodynamic forces on the cyiurbulent flows where the local isotropy of the turbulent stress
inder. play an important role. However, the nonlinear RIKG ¢ model
In recent years, there have been a number of numerical studéesl the anisotropic eddy viscosity model of Laundis] used by
to examine these governing parameters and hence to predict tfeitar et al.[14] improve the resolution of the turbulent flow and
effects on the flow around a bluff body. The numerical represehence the calculation of dynamic loading on a stationary cylinder.
tation of the cylinder movement in the computational domain arelrthermore, the Large Eddy SimulatidrES) of turbulent flows
the modeling of turbulence have been important considerations.yised on the Smagorinsky Sub-Grid Scé®GS turbulence
tackling cylinder oscillation and simulating the effect of cylindefodel is shown to yield far more realistic flow results than those
movement on the flow, Hurlburt et 46] and Chilikuri[7] use a  gptained by traditional two-equation turbulence models due to Tu-
tar et al.[14]. Zhang and Daltofi15], Wang and Daltoi16] and
Contributed by the Fluids Engir)eering lDivision for puplicatioq in t@JHN.AI._ ~ Lu etal [17] also perform SGS based 2-D LES simulations for
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . . . . .
flaw around a circular cylinder in order to investigate the fluid-

September 21, 1999; revised manuscript received May 5, 2000. Associate Technical - ! ) ) . .
Editor: F. Wasden. cylinder interactions within different modes of oscillatory motion.
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It is also concluded that LES-based simulations are not overttlyat the length scale near the wall would become zero at the cyl-
expensive in terms of computing time when compared with redhder surface and had an alternative form of the van Driest damp-

istic two-equation based simulations. ing function[19] as follows

The present work deals with the CFD modeling of the hydro- T2
dynamics of a smooth circular cylinder forced to oscillate trans- D —1—ex;{ _ (y_ (5)
versely at a Reynolds number representative of an actual riser of T A"

small diametefRe=10,000 to 100,000 At such Reynolds num- h

bers it is necessary to include a turbulence model in order erey_+ IS the inner law variable that is considered to bg the
simulate the effects of turbulence on the flow. Using the concl Imensionless normal distance from the cylinder surfaceAind

sion of their previous work, for this the authors have used the L an empirical damping constant which assumes a value of about

simulation of those flows based on a Smagorinsky Sub-Grid Sc for the present study owing to the_fact that cylinder has s_moot.h
turbulence model Surface. Consequently, the Smagorinsky model was rewritten in

It is frequently suggested that 2-D simulations can yield a&he near wall region of the cylinder with
equate results for predicting the load on a riser. The aim of the I,=C.AD, (6)

present work was to compare typical 2-D results with those oh- I . .
tained from limited 3-D simulations in order to understand anénother crucial issue was the choice of an optimum value for the

benefits of 3-D simulations and any limitations of 2-D simulal€ngth scale parameteg, (also called Smagorinsky constaim
tions. the above equation. In most applications to flow with mean shear
smaller values ofCg are found necessary to avoid excessive
damping of the resolved structures. McMillan et[20] show that
C must decrease with increasing strain rates. Mason and Callen
2 Governing Equations [21] find that the a valu€C,=0.20 gives good predictions if the
For the present isothermal, incompressible, viscous flow conﬁfomt'on is sufficiently fine, and conclude that lower values of
are required only if the grid resolution is sufficient. Piomelli
al.[22], on the other hand, claim that the optimum valueCgf

number to become turbulent, it was also necessary to includ . .
model to cater for the effects of turbulence on the flow field/ason and Calle21]. In conclusion, there is not much agree-
Previous work by Tutar et aJ14] using various turbulence mod- MeNt on the value o€ . Values ranging from 0.060 to 0.30 have
els demonstrated that models based on RANS were inadequateff" claimed to be optimum by different authors, depending upon

this type of flow. Instead the work showed that Large Eddy simdie unclear correlation with the flow conditions, the grid size, and
lations (LES) gave an improved simulation of the flow. LES isth€ numerical methods employed. In the present work, since the
es higher than 0.20 and lower than 0.10 caused excessive

based on the idea that the large turbulent eddies are resolved”| ; )
the computational grid, while the eddies which can not be rd@Mmping of large-scale fluctuations and convergence problem re-
solved or smaller than the grid size need to be modeled. We L%Eactlvely,_the optimum value for was then chosen to be 0.15 for
the time-averaged Navier-Stokes equations, with the subgrid scaecalculations.
stress term
— 3 Problem Formulation
7ij = Uity WY In order to simulate the effect of cylinder oscillations, a major
and its anisotropic part is represented by an eddy viscosity likgsue to address is the treatment of the moving interface between
model the fluid and the oscillating rigid body. In the present work, the
a0 o moving_bou_ndgry was t_reated in a no_ninertial E_ulerian g_rid sys-
7= _Ut(_l+ _J) (2) tem which is fixed relative to the oscillating cylinder. This was
Xy IX carried out by a noninertial coordinate transformation from the

In the above equation, the relationship for the eddy viscosity ationary Eulerian frame system to a noninertial Eulerian frame
obtained in a similar fashion to that of the commonly used vigystem moving with the cylinder. If primitive variables are used, it
cosity model for the Reynolds stress. A natural length scale for tieclear that Navier-Stokes equations as generally used by CFD
small eddies is provided by the width of the cellx;). Only one Software are only applicable in an inertial fixed Eulerian reference
time scale is required and the natural choice is a velocity derivayStem. These equations need to be modified with additional terms

tive. This leads to the following model due to Smagorinfkg] i @ new noninertial Eulerian frame system. .
For an oscillating cylinder in the transverse direction with an

v=(CsA)2(25;S)Y? (3) amplitude A and an oscillation frequency . the motion is

In the present workA is a characteristic length scale related gven as
the local average grid size. In the 2-D case and 3-D case the M(t)= — A cos 2rf t %

values are as follows . . . . .
where\ (t) gives the cylinder displacement in the transverse di-

A=f(AXAX)Y2  or A=g(Ax;Axp,Axg)Y? (4) rection. The noninertial coordinate transformation in the trans-

verse direction enables the time dependent deforming interface to
treated as a stationary nondeforming new interface. The initial

nansformation can be carried out in thedirection as follows

respectively.
The flows in the boundary layer near the cylinder walls nee
careful modeling. This is because of the high velocity gradients I
these regions and the increased anisotropy of the turbulent fluc- y=y—A(t) (8)
tuations as the wall is approached. There is also a transition fr
the near wall laminar sublayer through the buffer layer and
these mechanisms affect separation and the separation point wili

ue to the transformation, the velocity and pressure components
H]ex andy direction are transformed as follows

are vital for the prediction of the flow around the cylinder. u=u,
Wall effects were taken into account by introducing a damping
term in the calculation of length scale in the vicinity of the cylin- — IN(t)
der surface up to 8 percent of the cylinder diameter. This distance VEVT T ©)
was considered to be an approximate wall effective layer thick- _
ness in the present turbulence flow. The damping term ensured P=P
Journal of Fluids Engineering DECEMBER 2000, Vol. 122 / 695
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The constraining of the cylinder motion is only in thedirec-
tion and there is thus no relative velocity change between the flc
and the cylinder in the direction (or z direction in 3-D simula-
tions). In the new noninertial coordinate system the cylinder ay
pears as a stationary cylinder. The governing equations can n |
be transformed to a new accelerating frame that is fixed relative :
the cylinder and are spaced averaged as follows

& 0 1P ] [d% dG .
T UU = =t | o T [+ A
at 24 it p x| ox; v ax %, Tjj i(t)
(10) ‘
Ju;
ox;

In the above equatioﬁi is the spaced averaged relative velocity
component, the termd\;(t) is the extra term resulting from the
noninertial coordinate transformation from the frame of referenc,)
(x,y,2) to a new frameX,y,z) that moves with the harmonically
oscillating cylinder. This term here was treated as an additior

v 2rf, ASin2n f,,
body force per unit mass for the flow field defined in a fixes 02 A5
Eulerian method and is given as follows 4 o

u=U,v=v,(t)
IPN(t)
A=~ —— = —(2mf)?A cos 2rf it (11) 4=0, v=0 Outtlow
ot u=U 4 = free
v=v () QI D v = free
. L 14D ?
4 Computational Principles
«— 7D——P[¢————— 15D ——————P]
4.1 Solution Method. All simulations were carried out by
using the FIDAP finite element codi23]. The dimensionless time w0, vav ()
step Ut/D) was 0.03 for all simulations. 4

A
The computational domain and boundary conditions used f b)
the 2-D models are given in Fig. 1 while Fig. 2 displays the 3-L§
boundary conditions and computational domain. The domain Wgg. 1 Computational domain and the imposition of boundary
extended laterally to minimize the effects of the boundaries on thenditions for 2-D LES simulations for a cylinder transversely

flow around the cylinder. The blockage ratio of the cylindeoscillating in a uniform flow at Re  =2.4X10* and A/D=0.11; (a)
within the computational domain was 0.071, less than the val@Gdobal mesh (34,804 nodes ); (b) Imposed boundary conditions

0.08 needed to eliminate blockage effects on the flow following

the study of Ramamurthy and N@4]. In the present case there

were also no boundary layers on the side walls of the domain ) ) N ) o
(boundary layers are of course present on wind tunnel walls 4 Oscillatory velocity boundary conditions in thedirection

to the free-slip boundary conditions; thus effects of blockaggnd uniform flow in thex-direction at the upper and lower side
would be less than for a typical experimental case. The domdrfe of the computational domainy€ —2mf A sin(2nfct), u
extended far enough downstream so that a vortex street with s&J, W=0) -

eral vortices could be attained. The calculations were carried out® Periodic boundary conditions at the top and bottom surfaces
with a non-uniformly spaced grid with 21,864 and 34,804 nodédR order to simulate an infinite cylinder.

for the simulations in 2-D to study mesh sensitivity. The LES

simulations contain high a number of nodes because the LES

method is based on the concept of space averaging, and requivesResults

resolving the larger turbulent eddies in the flow by the grid. T

For the 3-D case the grid was extended in the direction of the, o5 integrated values. While the primitive variables can be
cylinder axis. The total number of grid points for this mesh wagpained directly from the simulation, the integrated values need
108,624 and the domain was extendedl dlong the cylinder axis {5 pe optained by manipulation.
or z-direction. The length of computational domain in the Tpq total force acting on the cylindén both 2-D and 3-Dwas

z-direction was not very large, so that the arguments about tgyermined from integrating the pressure and shear stress contri-

3-D structures hereafter would be limited to the eddies that Weiions. The total drag and transverse force coefficients were then

small compared to the diameter of the cylinder. Since the primagy,.jated as follows
interest here was to simulate the effects of smaller eddies better

he results are presented both as primitive variable plots as

called secondary eddies in the free shear layer and to show the Fy

existence of three dimensionality in the wake, the length Bf 4 Cp= 1

along the cylinder axis was sufficient. Alternatively, the imposi- =pU?D

tion of periodic boundary conditions would also simulate the in- 2 (12)

finite cylinder and contribute to the three dimensionality. In the E

3-D case the following boundary conditions in a noninertial Eu- C”:1 Y

lerian frame were applied: EpU2D
1 No slip velocity boundary conditions on the cylinder surface

(u=v=w=0) The lift force (coefficien} was corrected for cylinder accelera-
2 Uniform flow at the inlefu=U, v=w=0) tion by taking the inertia effects into account in the following
3 Free outflow boundary conditions formulas:
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Inlet; 09
u=U, v=vp(t) , w=0

07 ¢
End wall; full slip w=0 05+

/U o0a +

e  tUeev LES 34,804n0des, 2% of D
LES 34,804 nodes, 8% of D
&  Bxperimant (Cantw ol & Coles)

01+

D
Cylinder surface; no slip

w=v=w=0 2 3 4 5

-05 ~ XD

Side wall; Fig. 3 Time averaged velocity distribution along the centerline

u=U, va(r),w=o of a stationary circular cylinder at a Re  =1.4X10° for LES simu-
lations containing different mesh resolutions and application

v ()=-2zf,4sin2zf,+  range of damping term

conditions

number of 1.4 10° was carried out. The results were compared
with the experimental work of Cantwell and Coleg9]. An illus-
tration of the findings is shown in Fig. 3. Here the time averaged
centerline velocity behind the cylinder is compared for different
cases. It is seen that when the number of nodes is increased to
34,804 then there is a better agreement with the experimental
. results. The time averaged recirculation length is increased by 9
percent, which is in better agreement with the experimental data.
An increase in the application of the damping term of the length
scale from 2 percent of the cylinder diameter to 8 percent also
improves the prediction of the time averaged velocity distribution.
' This indicates that the turbulence length scale is not only required

to be reduced in the boundary layer but also in the near wall
region of the separated flow. On the other hand, Fig. 4 illustrating

K

)\ the turbulence levels obtained D =1 for the two mesh reso-
o lutions suggest that the higher mesh resolution and longer turbu-
(b) lence length scale damping range gives better agreement with ex-
perimental results. Remainder of the work was carried out with
Fig. 2 Computational setup for 3-D LES simulation for trans- 34,804 nodes mesh nodes.
versely oscillating circular cylinder;  (a) Size of domain and im- The next 2-D simulation was carried out for a cylinder oscillat-
position of boundary conditions; (b) Logical description of the ing for a range of values of reduced velocitied/{.D) at an
3-D model amplitude to diameter ratioA/D) of 0.11. Due to the limited

amount of experimental data available, the test case was based on
the results of Bearman and Curfig]. The data were obtained at
wD d2\(t) a Reynolds number of 2:410* and a stationary cylinder test for
2U2) “A dt2 13)  the Reynolds number of 2:010* was also carried out and com-
) : __pared with the data due to Yokuda and Ramapf&H. Typical
In the above equation the choice of the added mass coefficignty results from this test series is seen in Fita)5(c). The in-

C, was critical. The added mass coefficient for a fixed cylinder &gantaneous vorticity contours for each transverse simulation case
suggested by Lipsett and Williamsd@5] may be expressed as

Cao=Cy—1, whereCy, is the inertia coefficient. An extensive
study for the determination of,, was conducted by Sarpkaya

th: CL+

[26] who investigated the variation of the value®f, depending o4

upon the Keulegan-Carpenter numiéi], K (K=27A/D for A 421,884 odes

harmonic oscillation Re number and viscous parametgr(3 ol D134,804 nodes

=ReK). Sarpkayd26] shows that over a large range gfwith — © Experiment (Cantw el & Coles)
measurements carriout out for circular cylinders in a planar oscil- U” oot &° g.

latory flow of small amplitudeC,, has the theoretical valugy, B

=2 due to the formulation of WanfR8] in the range of &<K 004 -

<4. However, forK larger than about 4 there is a significant

deviation from the valueC,,=2 and the determination o€y 002 + e

needs careful investigation. With this in mind, since the present o,

work was conducted at relatively low amplitude-to-diameter ratio 0 . 240 o moieie
of 0.11,C,, assumed to have a value of and hefigehad a value 0 05 1 15 2
of 1. The drag coefficient on the other hand was not affected by y/D

inertia forces due to transverse oscillations.

. . . Fig. 4 The comparison of global time averaged shear stress
5.1 Results From 2-D Simulations. The 2-D case was first gistribution for LES simulations with different mesh resolu-

tested for mesh sensitivity. Previous work suggested that magdhs and experimental data of Cantwell and Coles  [30] due to
systems based on 21,864 and 34,804 nodes should be studi@tiulence at x/D=1.0 for a stationary cylinder in a uniform
Tutar [29]. First a study for a stationary cylinder at a Reynoldflow at Re =1.4X10°
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.-2 1

Fig. 6 Time averaged pressure distribution over two oscilla-
tion cycles for all 2-D LES simulations for different values of
Ul f.D for a cylinder transversely oscillating in a uniform flow at
Re=2.4X10* and A/D=0.11. Experimental data is for a station-
ary cylinder at Re =2.0X10* (Yokuda and Ramaprian [31]).

three-dimensional nature of the flow. It is also noticed that the

layer and small scale fluctuations which are associated with the
vortices are dissipated quickly into the wake.

5.2 Results From 3-D Simulations. 3-D simulations were
carried out at Reynolds number of X40* and were based on the
experiments of Bearman and Curf® for a transversely oscillat-
ing cylinder at anA/D=0.11 andU/f.D=5.4. A few different
presentations of the results of this simulation are shown in Fig. 7.
The boundary layer separates at about time averaged separation
angle of 75 deg from the front stagnation point of the cylinder and
the fluid is also separated from the main flow in the near wake.
The flow departs from two dimensionality at station 3 and this
suggests a development of a 3-D wake zone behind the cylinder.
© This is qualitatively in agreement with Roshk82,33 who ob-

served that the 2-D vortex wake undergoes transition to three
Fig. 5 Instantaneous vorticity contours taken with a constant dimensionality at a Reynolds number of 180. The transition was
contour value for 2-D LES simulation for a cylinder trans- observed in the form of irregularities in the wake velocity fluctua-
versely oscillating in a uniform flow at Re  =2.4X10* and A/D tions and different forms of streamwise vorticity in the wake.
=0.11 with varying reduced velocity  U/f.D; (a) U/f.D=3; (b)
UIf.D=5.4; (c) UIf,D=9.0

5.3 Comparison Between 2-D and 3-D Simulation Results.
Instantaneous vortex plots obtained from the 2-D and 3-D simu-

when the cylinder is at its extreme upper position at the end of thetions are compared with each other when the cylinder is at
fourth oscillation cycle. An interesting finding is that the two-Ut/D=10.8. These are shown in Fig. 8. It can easily be noticed
vortex row does not persist in the wake due to its instability. It i$at the space between the vortices in the transverse and stream-
clear that the ratio of the lateral to longitudinal vortex spacing iwise directions and the width of the vortex formation length
much larger than the limit for the stable von Karman vortex streehange considerably when the simulation dimension is changed
which contains negative and positive vorticies. For the low rdrom two to three. 2-D simulation generates a shorter vortex for-
duced velocities there is a strong near wake vorticity which causestion length and hence larger lateral spaces of the vorticies com-
the formation length to decrease and this leads to higher lift apdred with those of the 3-D simulations. The elongation of the
drag forces experienced by the cylinder. vortex formation region in 3-D simulation causes a decrease in

When comparing the 2-D oscillating cylinder results with thelrag. On the other hand, when the vorticity plots presented for
experimental values of pressure distributifviokuda and Ra- two different spanwise locations are compared with each other
maprian[31]), it is seen from Fig. 6 that while there is good(3-D simulation there is not a noticeable difference in terms of
agreement between the predictions and the experimental results/ortex strength and vortex elongation in the wake.
the streamwise side of the cylinder there are differences on theThe three dimensionality in the near wake of the flow of inter-
leeward side especially in terms of time averaged base pressa®.was further assessed by investigating the spanwise variation of
Returning to Fig. 5, all the results indicate that the manner I3pome unsteady quantities related to the vortex shedding fre-
which the vorticies are formed at the early stage of the vorteguency, such as the fluctuating pressures. The profiles of the span-
street development shows similarities regardless of the cylindeise correlation coefficient of the streamwise and transverse ve-
oscillation frequency. However, the asymmetry in the flow develecity components and pressure in the near wake are illustrated in
ops differently owing to the cylinder oscillation frequency andrig. 9. There is a reduction in correlation coefficient toward the
causes the cylinder to experience varying unsteady forces. Tdenter of the cylinder in the spanwise direction. The value of the
secondary eddies have an important role in terms of the determdrrelation coefficient of transverse velocity component is re-
nation of some important features such as the location of the sedaeed to 0.85 indicating a 15 percent reduction toward the center
ration point, transition of the flow regime in the separated sheaf the spanwise direction. The correlation coefficient of those
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Station 4

Station 3
(b)
Fig. 7 Instantaneous velocity fields obtained from 3-D simulation at selected planes along the flow domain at Ut/D=10.8.
Cylinder oscillates in the transverse direction in a uniform flow at U/f,D=5.4 (Re=2.4X10* and A/D=0.11).

guantities along the cylinder length changes symmetrically abautlinder for both simulations can also be observed in Fig. 10. The
the mid-length position due to the use of periodic boundary cofigure clearly shows that 3-D simulation predicts a relatively

ditions. This observation emphasize spanwise flow structures dacger room for vortices to develop behind the cylinder compared
hence the three dimensionality which is also observed in Fith 2-D simulation. This leads 3-D model to produce more elon-

10(a)—(c). This figure gives typical instantaneous velocity fieldgated and slightly weaker vortices growing in size and hence a
obtained by 2-D and 3-D simulations at two different spanwidenger recirculation length. Finally a summary is presented in
locations at the same nondimensional timeldfD =10.8. The Table 1. Again, there are clearly improvements in the results from
phase shift between the timings of first vortex being shed from tliee 3-D simulation.
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Fig. 8 Instantaneous vorticity plots taken with constant con-
tour values at U/f.D=5.4 and at Ut/ D=10.8. Cylinder oscillates
in the transverse direction in a uniform flow (Re=2.4%X10* and
A/D=0.11).

6 Discussion

The present results show that the LES simulation based turb
lence model gives reasonable results in terms of forces and flc
structure when compared with experimental values. It is cle:
from the limited experimental results that even though the expel (b)
ments are limited in scope that there exists three dimensionality
the flow around the transversely oscillating cylinder. The resuli
that most readily illustrate this are the correlation values which fc
even a very short axial distanced2 are reduced to a value of
0.75. The fluid dynamic mechanisms for this reduction in corre
lation are not so clearly seen, but they are present and the resi
from these CFD simulations can aid the understanding of tt
mechanisms. One observation toward this goal is illustrated by tl
comparison between the streamwise vorticity plots in Fig. 8. Th
space between the vorticies in the transverse and streamw

Y
%

/

g os

§ 0.8

g —o—C(uz)
B os —-ca)
3 ——C{P2)

02 ; : Fig. 10 Instantaneous velocity vector fields obtained from 2-D
0 1 2 3 4 and 3-D LES simulations at U/f.D=5.4 and at Ut/D=10.8; (a)
4D 2-D LES; (b) 3-D LES at z=2.4D; (c) 3-D LES at z=0.8D

directions and the width of the vortex is different for 2-D and 3-D
Fig. 9 Correlation coefficients from 3-D LES simulation for ve- simulations. This is further reinforced by viewing velocity vectors
locity components and pressure at P (x, y)=(8D, 9D) for a in Fig. 10. The figure also shows that there is a phase shift be-
transversely oscillating cylinder at UIf.D=5.4 (Re=2.4x10* tween the timing at which the first vortex is being shed from the
and A/D=0.11) cylinder for both simulations.
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Table 1 Summary of flow parameters predicted by the present

; I | vy = subgrid scale eddy viscosity
I_'ES simulations and expenme_ntal_ valugs of Bea_rman _and Cl_Jr- y+ = nondimensional distance
rie [3] for the transversely oscillating circular cylinder in a uni- + = subarid scale stress term
form flow at U/f,D=5.4 (Re=2.4X10* and A/D=0.11) 1 9
Models St - 5” Crrms ED Eme
2-D Simulation 0.177 1.55 0.85 1.322 0.63 References
[1] Tritton, D. J., 1959, “Experiments on the Flow Past Circular Cylinder at Low
3-D Simulation 0.191 1.37 0.71 1.26 0.71 Reynolds Number,” J. Fluid Mech8, pp. 547-567.
[2] Achenbach, E., 1968, “Distribution of Local Pressure and Skin Friction
Experiment 0.1852 . 0.622 . around a Circular Cylinder in a Cross Flow up to Rex10%,” J. Fluid
Mech., 34, pp. 625-635.

7 Conclusions
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Cpms = Ims fluctuating pressure coefficient
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D+ = damping term
f. = cylinder oscillation frequency
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Re = reynolds number
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u = X-component velocity
U = freestream velocity
u; = u, v, andw for i=1, 2, and 3, respectively
u; = relative velocity for components, v, andw in a
noninertial frame
0; = space averaged velocity for componeantsy, andw
v = y-component velocity
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A = the averaged grid size
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At Re=2000, the predicted flow field around a circular cylinder in forced transverse
oscillation is verified with experimental results. For coupled torsional and transverse
oscillation cases, the numerical results indicate that lock-in depends on the relative phase
between torsional and translational oscillations. The dynamic response of an elastically
mounted circular cylinder in cross flow, obtained by solving the structural equations
simultaneously with the Navier-Stokes equations, is in reasonable agreement with experi-
mental data. The dynamic response results indicate that the change of wake pattern from
2S to 2P with increased frequency ratio, is not always simultaneous with the change in the
relative phase between lift force and cylinder displacem098-220£00)02003-4

| Introduction in Section 4. The dynamic response of a spring-mounted circular
Toward predicting the wind-induced oscillation of transmissiocylmder In cross-flow was also examined, along with the details
. : Of the flow field. These results are given in Section 5. The con-
c_onductors, a nu_merlc_:al model_ is developed to_stud_y the flo Lisions are summarized in Section 6.
fields around moving circular cylinders. Coupled with wind tunne
tests, a detailed understanding gained through numerical modeling .
is expected to lead to modified damper designs. Among differdht Numerical Scheme
types of wind-induced oscillation of structures, “galloping” re- Flow fields around vibrating circular cylinders have been stud-
fers to high-amplitude(5-300 conductor diametgrand low- ied numerically, but mostly at Reynolds numbers of less than
frequency(0.1-3 H2 aeroelastic oscillations at wind speeds 0f000(Chang and Sg5], Chilukuri[6], Hulbert et al[7], Lecointe
6—25 m/s(Pon et al[1]). Several electrical transmission line andand Piquef8], to name a few The reason is that the wake is fully
transmission tower failures have been caused by galloping of cdnrbulent at higher Reynolds numbers, and accurate prediction
ductor cables and guy wires, especially after freezing rain stornfcomes more difficult due to problems associated with turbu-
With ice accretion, cables lose their approximately circular croggnce modeling and resolution of the numerical grid. The results
sections, and the resulting shapes can have aeroelastic instabifitgsented here were obtained from solutions without a turbulence
Due to very high replacement costs of such lines and towersodel at a Reynolds number of 2000 for comparison with the
conductor cable and guy wire galloping has been widely studiéerced-motion experimental results of Zdero et[4l.
since the early work of Den Hartdg]. In the existing analytical A FORTRAN code is developed based on the framework of the
and numerical models for galloping analysis, the assumption off&ACH code, and a two-step time dependent solution is incorpo-
quasi-steady flow field has been widely us@levins [3]). Ac- rated coupling the flow and structural equations. For the flow
cording to this assumption, the fluid force on the structure is d&olution, the continuity and Navier-Stokes equations are dis-
termined solely by the instantaneous relative velocity and angle @€tized using a finite volume meth¢gatankaf9]). The compu-
attack of the flow. However, this assumption is not valid for mant@tional domain is divided into cells, or control volumes, by a set
observed field galloping casé&dero et al[4]). pf radial lines and concgntrlc circles in pola_r coordlnate_s. For grid
In this study, the time dependent Navier-Stokes equations ardependence, 100 radial cells and 120 circumferencial cells are
solved to obtain the instantaneous force coefficients, coupled witR€d in most cases, with the computational domain extending 40
the solution of the appropriate equations of motion for the strugYlinder diameters radially. The size of the cells is distributed

ture, thus eliminating the need for a quasi-steady assumption jﬁgnuniformly in the radial direction, with high concentration near
ter verification with limited experimental results, the numericdf'€ cylinder surface to resolve the boundary layer. Two layers of
aﬁglls are used radially with different linear expansion coefficients.

results have provided more detailed information on the flow stru . . . .

ture than available from experiments. The details of the code om the Cy_Ilnder surface_ toa d|s§a_nce of 0.4 radius, 20 live cells

given in the next section. As indicated in Section 3, the results fe used, with an expansion coefficient of 1.12, and for the rest of

the code have been compared first with benchmark experime & domain, the expansion coefficient is 1.06. The variables are
gored on a staggered arrangement proposed by Pat@ikdihe

data of flow fields around stationary circular cylinders at Rvalue of the velocity components at the control volume faces is
=100, 1000, and 2000. Subsequently, the controlled transve f?iFerpoIated using a bounded forfGaskell and Lau10]) of
oscillation cases were verified with experimental results, and t

flow fields around circular ovlinders in controlled translation ICK originally devised by Leonarfl11], arranged in the up-
ow Tields around circufar cylinders In controlied transiatio .akrvind form (Hayase et al.12]). The discretized equations are then
torsional and combined translational and torsional oscillatio Ived with the SIMPLE-C algorithrfvan Doormaal and Raithby
were studied in detail. The forced motion results are summariz ). Implicit time marching and tridiagonal matrix method are
_ o o used with alternate sweep direction.

CNO"t"_‘t’J"“th (;hs %E'V‘:S'Fg OfEC""_"fom_'a’ BD?VK‘?'ey-f S Since the mesh is fixed relative to the cylinder in the numerical

ontributed by the Fluids Engineering Division for publication in NAL : ; : : :

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division;.SO|Utlon’ .the translational motion of th(_a_cyllnder is transformed
revised manuscript received February 8, 2000. Associate Technical Editor: G. elato the time dePe”dem bqundary Condmon alt _the outer boqndary
bacher. of the computational domain and no-slip condition on the cylinder
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Fig. 1 Regions of vortex synchronization patterns given by Zdero et al. [4] based on a map

given by Williamson and Roshko. The flow visualization results of Zdero et al. are shown by the
dashed lines correspondingto  A/d=2 and 7. The details of the synchronized wake regions are
given in the inset where vortices shed per motion cycle are enclosed by dotted lines (S, single
vortex; P, vortex pair; C, coalescence ).

surface, as well as an inertial force acting on the fluid. Takipg nuity equation is satisfied even when the boundary velocity is
and a, as the longitudinal and transverse accelerations, respefanged. A dimensionless mass residual 81D is used for
tively, of the cylinder in Cartesian coordinates, the inertial termsonvergence.
(—ayxsinf—a,cosd) and (@, cost—a, sin d) are added to the mo-  The present implementation allows three degrees of freedom
mentum equations. Hence, these terms contribute to the soufi@ethe cylinder: two translational and one torsional. The calcula-
terms in the discretized equations. tion of the dynamic response of an elastically mounted cylinder is
Due to the difficulty of defining an outflow condition, a timeachieved through the coupling of the Navier-Stokes equations
dependent boundary condition is prescribed along the whole ouigith the corresponding structural equations of motion. The total
boundary. This approach is validated by the fact that it gives tlfigid force exerted on the structure including fluid damping and
same result as using an outflow condition for a stationary cylindénertial forces, are calculated from surface pressure and skin fric-
At each time step, the boundary condition is updated for a movinign as a result of the flow solution. Although better accuracy
cylinder. TakingdV, anddV, as the velocity increments of the could have been achieved by using the Runge-Kutta method for
cylinder during one time step, the radial and circumferencial vehe solution of the structural equations, a direct explicit approach
locity increments at the outer boundary aredV(cosé is used here, because the time step as dictated by the solution of
—dVysing) and (—dV,sing—dV, cosd), respectively. This the flow field, is small. For most cases, 500 time steps were used
change in the boundary velocity violates the continuity conditioper period of the cylinder motion to obtain a flow field that is
temporarily, and it takes a number of iterations for the boundailydependent of the time step.
information to propagate to the cylinder. At each time step, the flow field is updated first, and the force
In order to reduce the number of iterations for convergence, aoefficients are computed. The fluid forces are then fed into the
inviscid flow field is also calculated from the incremental radiadtructural equations to update the response of the cylinder. Next,
and azimuthal cylinder velocities. This correction velocity ishe results are used to update the boundary conditions, preparing
added to the velocity field of the last time step to provide an initiab move to the next time step. The details of the program as well
guess for the present time step. The resulting velocity field i& a users’ manual are given by Lu and Tufra4).
already a good approximation in the inviscid region considering
the continuity equation. However, the no-slip condition is not sajfy Stationary Circular Cylinder Cases: Benchmark
isfied with this velocity field, and as a result, more sweeps al .
needed close to the wall. The program is designed to perfo mparisons
more sweeps in the boundary layer region. This method wasTo validate the numerical implementation, detailed compari-
found to accelerate convergence considerably, because the catins were made with benchmark experimental and some numeri-
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] radius and length, respectively. The Strouhal number is defined as,
20| BOTTOM St=2af,,/Uy, wheref,y is the frequency of vortex shedding
- 7 from a stationary cylinder.
— wl All other cases employ a mesh with 120 circumferencial cells
o) ] and 100 radial cells in order to fully resolve the boundary layer at
1 o a higher Reynolds number. The evolution of near wake structure
w at a Reynolds number 1000 is similar to that given by Braza et al.
] [15]. The present results give a mean drag coefficient of 1.4 and a
° - Strouhal number of 0.23, higher than the experimental values of
o 20 W0 &0 M 100 120 1.2 and 0.21, respectively. This difference must be due to the
two-dimensionality imposed in the simulation, and it is consistent
t with the numerical results of Lecointe and Pig[&twhich give a
Strouhal number of 0.24 at R&875. The seemingly good agree-
Fig. 2 Cylinder displacement, force coefficient and separation ment with experimental data in earlier resulisrdan and Fromm
point histories for  fy/f,o=0.83, Re=2000 [16], Braza et al[15]) is probably due to insufficient mesh reso-

lution in the boundary layer and the use of lower or@aich as

central differenceschemes.
cal results of the flow fields around stationary circular cylinders. From a comparison of the numerically predicted von Karman
These comparisons are summarized in this section. The first sfgrtex street formation with the experimental datchelor 17])
tionary case is vortex shedding from a circular cylinder at a Reyt Re=2000, it is observed that the global vortex structure com-
nolds number of 100, where the wake is laminar. Numerical rgares well with flow visualization, while the computed drag coef-
sults were obtained from a mesh with 90 circumferencial and f@ient and Strouhal number value§p,=1.5 and St0.24, are
radial cells. The computational domain extended to 40 cylind@fgher than the experimental values of 1.2 and 0.21, respectively.
diameters. A mean drag coefficient of 1.3 and a Strouhal numbeiFrom the test cases above, it is seen that the present code gives
of 0.16 were computed, in agreement with the classical expefésults comparable with experiments at=R&0. For Re-1000,
mental data. Here, the drag coefficient is defined @, quantitative differences occur, although the qualitative flow field
=D/(pU3al), whereD is the drag force on cylindet), is the is still in close agreement with the experimental results. As indi-
free-stream velocityp is the fluid densitya andl are the cylinder cated earlier, these differences are expected to be mostly due to
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the two-dimensional solution, along with the lack of a turbulence
model and possibly not enough resolution of the flow field next to
the cylinder surface. With further comparison of the numerical

predictions with the experimental results for moving cylinders, it 7=
was possible to use the same code to obtain qualitative pictures

the flow field.

IV Controlled Transverse and Torsional Oscillation

Cases

In this section, forced-oscillation results are presented, startie% 5 Streamline and vorticity contours

with transverse oscillation cases, followed by the cases of t

QL

sional oscillation, and combined transverse and torsional oscilla-

tions. In Fig. 1, Fig. 5 of Zdero et a[4] is given, which is a

variation of the vortex synchronization map of Williamson and
Roshko[18], with the dashed lines showing the experimental re-

sults of Zdero et al. In this figurd),=Ugy/2af,, is the reduced
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velocity, A is the peak to peak transverse oscillation amplitude,
andd is the cylinder diameter. The transverse controlled-motion 20
results given in this section are compared with the experimental 2015
results given in Fig. 1. '_I'he Re.ynolds.number is 2000, and the o
peak to peak amplitude is 2 cylinder diameters for the transverse
oscillation casesA/d=2) summarized next. The experimental 0o 20 200 600 WE WX W0

results of Zdero et al. indicate that stranding does not affect the
flow field at this Reynolds number; and therefore, the numerical t
results presented below also hold for stranded cases. The ratios of
the transverse motion frequency to stationary vortex shedding freFig. 8 Force coefficient histories for  f,/f,,=0.36, Re=2000
quency,f,/f,o, used in the calculations are: 0.33, 0.36, 0.5, 0.83,
0.91, and 1.07.

When a cylinder oscillates transversely at a frequehgyear
its stationary vortex shedding frequenty,, the vortex shedding The lift and pitching moment coefficients and the top and bottom
process may become synchronized with the cylinder motion, asdparation points fluctuate at the same frequency as the transverse
“lock-in" occurs. It could also occur when the motion frequencyoscillations; while the drag coefficient fluctuates at twice this fre-
is near a harmonic f(,/f,,=2,3,...n) or subharmonic quency. The corresponding Lissajous figures, which illustrate the
(fm/f,0=2/2,1/3 ... ,1h) of the stationary vortex shedding fre-relative phase between the force coefficients, do not conform to a
quency. The latter is more relevant in the study of cable gallopirsandard form, because the force coefficients are not strictly har-
where the frequency is low. At other frequency ratios, the vorteronic. The evolution of streamlines and vorticity contours in ap-
shedding frequency may be different from the motion frequengyroximately one period of cylinder motion for the case of
of the cylinder. These cases are classified as nonsynchronizggif,,=0.83 is given in Fig. 3. It can be observed that two pairs
NS, modes. of vortices are shed in one period of motion, the 2P mode. The

The cylinder displacement and force coefficient histories for the-line spacing between pairs of vortices appears narrow as a re-
case off ,,/f,,=0.83 are given in Fig. 2. Also shown in this figuresult of over-prediction of the Strouhal frequency. Each opposite-
is the fluctuation of the top and bottom separation points, locatsi@jned pair of vortices is convected away from the centerline
at approximately 124 and 234 deg, respectively, withiBl deg. while moving downstream, thus creating two rows of alternative
The time axis in this figure and in other histories to come, igortices and a wide “dead area” near the centerline. The fluctua-
non-dimensionalized with/U. It can be seen that periodic mo-tion of velocity and pressure in the dead area is weak, as observed
tion was obtained after several periods of vibration, indicating th&tbm the velocity and pressure histories at several diameters from
the vortex shedding frequency is locked onto motion frequencihe rear stagnation point of the cylinder. Similar fundamental
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Fig. 9 Streamline and vorticity contours for fi/f,,=0.36, Re
=2000 2

1
lock-in was also found fof,/f,,=0.91 and 1.07. The presence os
of the 2P mode foff,/f,,=0.83, 0.91 and 1.07 is in agreement - N M A N
with the experimental results given in Fig. 1. 'S) o I vu Vv i VV V UV V \
The force coefficient histories for the calsg/f,,=0.5 is given 2351
in Fig. 4. An example of the corresponding streamline and vortic- 14 \, U
ity patterns is shown in Fig. 5. No periodicity is observed for this s

case, as seen from the force coefficient histories. The instanta-
neous streamline and vorticity contour plots suggest that the vor-

>

tices are shed in pairs but not at fixed points within the motion 0015
cycle (the phase of shedding changes over jinkhis nonsyn- -
chronized pattern is in agreement with the results of Williamson :
and Roshkd18]. Zdero et al.’s results indicate thgf,/f,,=0.5 ms'\ I /‘/\ /L{\ /\
is the boundary of the 2P mode, as shown in Fig. 1. For the case f_ JAA f\A A/\/\ ! A
of f,/f,,=0.36, a nonsynchronized flow field was obtained, in ¢ | ¥ v \T \/ V"
agreement with Zdero et al.’s flow visualization results, although ©.0054
Williamson and Roshko observed the 2PS mode in their flow oo v
visualization at a lower Reynolds number.
As shown in Fig. 6, for the casé,/f,,=0.33, the lift and s
pitching moment histories have the motion frequency, and the o0

drag coefficient twice the motion frequency, as the fundamental
frequency component over which higher frequencies are imposed
due to vortex shedding. In fact, six peaks exist per period of the t
lift and pitching moment histories, and per two periods of the drag
history. The streamline and vorticity plots in Fig. 7 suggest thgg 10 Force coefficient histories for  f,/f,o=Ff,,/f,o=0.36, in-
six alternative, equally spaced vortices are shed per motion pase torsional and transverse oscillations, Re  =2000
riod. Hence, this is virtually the same structure as what was called
3P mode by Zdero et al. as shown in Fig. 1.
Following the favorable comparison between the numerical and
experimental results of forced translational oscillation cases, séwek-in was present with a sudden drop in the fluctuating ampli-
eral cases were run to see the effect of torsional oscillations. Ttuele of the pitching moment. The wake pattern had the 2P mode,
results obtained for six cases of torsional oscillations are sumnad it was similar to the previous lock-in cases. As the cylinder
rized next. The first case is of torsional oscillations alone with moved downward, it also rotated counter-clockwise shedding a
peak-to-peak amplitude of 60 deg and torsional frequency rat&trong clockwise vortex and a weakened counter-clockwise vor-
f¢/f,o, of 0.91. The second case is of combined torsional anex, and vice versa. When the torsional motion was coupled with
in-phase transverse oscillations. The third case is of combinedt-of-phase transverse motion, still keepirig/f, o="f./f,0
torsional and out-of-phase transverse oscillations. For the secon.91, all synchronization was lost. The force coefficient histo-
and third casesf,/f, o=f,/f,0=0.91. In the remaining three ries indicated a long term of quasi-periodic evolution. The stream-
cases, the parameters are the same as in the first three cdsess and vorticity contour plots displayed little organization.
except that the frequency ratio is set at 0.36. At f,/f,,=0.36, the force coefficients are periodic, as seen in
The force coefficient histories of the case of torsional oscilld=ig. 8. Similar to the histories in Fig. 6 fdr,/f,o=0.33, the lift
tions alone af,/f,,=0.91 had a strong component of the motiorand pitching moment coefficient histories display the torsional
frequency. The streamline and vorticity contour plots displayeascillation frequency, and the drag coefficient twice the torsional
the synchronized 2S mode. When the torsional motion w&®quency, as the fundamental one. In all three histories, higher
coupled with in-phase transverse motidp/f,,=f,/f,=0.91, frequencies are imposed on the fundamental frequency. Both the

000 200 <« @00 K0 10000 12000 14007 16000
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Table 1 Summary of vortex modes for forced motion cases at
Re=2000

cases with vertical motion alone

fm/fv° 1.07 0.91 0.83 0.5 0.36 0.33 0.41

A/d 2 2 2 2 2 2 7
vortex

mode 2P 2P 2P NS NS 68 NS
cases with torsional (and vertical, A/d=s2) motion, +30°
fm/fv° 0.91 0.91 0.36 0.36
ft/fvo 0.91 0.91 0.91 0.36 0.36 0.36

h in out of in out of
phase phase phase phase phase
vortex

mode 28 2P NS 63 NS 2P+2S

lift and drag coefficient histories have six distinct peaks per pe-
riod. As illustrated in Fig. 9, six alternate vortices are shed during
one period of torsional motion. When combined with in-phase
vertical motion,f,/f,o=f,/f,0=0.36, the periodicity in the force
coefficient histories is lost, as seen in Fig. 10, and the flow pattern
depicted in Fig. 11 is not synchronized. Interestingly, when the
torsional motion is combined with out-of-phase vertical motion at
folf,0=Fn/f,0=0.36, the force coefficient histories in Fig. 12
become almost periodic, and the vortex pattern-2B emerges,
as illustrated in Fig. 13. One vortex is shed whenever the cylinder
is near or past the maximum displacement to form a pair, and a
single vortex is shed whenever the cylinder passes the equilibrium
point.

The forced translational, torsional and combined oscillation
cases are summarized in Table 1.

V Dynamic Response Cases

Following the prediction of forced motion cases, the dynamic
response of an elastically mounted cylinder is discussed next. By
solving the flow equations with the structural equations, onset and
development of galloping can be predicted if the shape of the
cylinder is aerodynamically unstable. In the case of a circular
cylinder, a stable cross section, vortex induced vibration results.

DECEMBER 2000, Vol. 122 / 709
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Unlike the controlled motion cases, the vibration amplitude may
take long to build up in the calculations, especially when the fluid
density is low.

Several experimental results from elastically mounted circular
cylinders are reported in the literature. A hysteresis was reported
by Feng[19] in his experiments on a lightly damped circular
cylinder. The amplitude achieved a higher peak when the reducec
velocity was increased than when it was decreased over the sams
range. Similarly, when the reduced velocity was increased, the 2S<
mode continued for a longer range of reduced velocities than
when it was decreased. In other words, the 2P mode switched tc
the 2S mode at a lower reduced velocity when the reduced veloc-

'y

0.8+ ; ,/4
0.6+
044 7

02~

ity was decreased than when it was increased. Bishop and Hassa
[20] observed a similar hysteresis in their lift and phase measure-
ments with a cylinder in controlled motion, but it occurred over a
somewhat lower range of reduced velocities. Griffin and Ramberg ¢
[21] compared the free vibration experiments on circular cylinders

in air and water. No hysteresis was reported in these experimemtg. 14 Response amplitudes of a spring-mounted circular
Hence, it is not clear over what range of damping and mass ratigfinder in cross flow. Present results: O, mi2pa®=1.57, £
hysteresis occurs in the dynamic response of a spring-mounted, *, m/2pa®=7.6, £,=0.; +, m/2pa*=7.6, £,=0.051); experi-
circular cylinder. A plausible guess based on Feng'’s experimenmtgntal results (Griffin and Ramberg [21]): M, m/2pa®=7.6, £,
is that it may occur when the damping and fluid to structure mas<.051.

ratios are both low. Williamson and Roshka8], on the other

hand, explained the jump in the lift and phase measurements by

the change of wake pattern, namely, between 2S and 2P modes.

As described below, the present results indicate that the changgings 1.25. The wake pattern was the 2P mode for all these six
the phase difference between lift and displacement at the mo“@é‘ses, and it is illustrated fdr,,/f,=1.36 in Fig. 15 with the
frequency may not always be simultaneous with the change Qfeamline and vorticity contodrs.
vortex mode. _ ) Bearman[22] concluded from a compilation of experimental
The mass ratios/2pa®=1.57 and 7.6 were used in the presenfesults that the Reynolds number may not be an important param-
simulations, with the latter matching the mass ratio in Deager for oscillating circular cylinders away from boundary layer
et al.’s experiment in water given by Griffin and Ramb@2d] transition. Therefore, the Reynolds number was fixed at 2000 in
(wherem is the structural mass per unit lengh,is the fluid the present computations for convenience, while the natural fre-

density, anda is the radius of the cylindgrThe lower mass ratio quency of the cylinder was varied to change the frequency ratio.
corresponds to equal mass densities of the cylinder and fluid.

Critical damping ratios of 0 and 0.051 were used with the higher
mass ratio, to represent undamped and light damping cases, re-
spectively, the light damping being the same as in Dean et al’s
experiment. The lower mass ratio cases were run as undamg
only. Here, the critical damping ratio is defined ag, (a)
=c,/2(mk,)*2, wherec, andk, are the damping and stifiness
coefficients, respectively, in the transverse direction. The corr
sponding natural frequency is, = (k,/m)*’2.

In Fig. 14, the amplitude ratio calculated for the dynamic cast
is plotted against the frequency rafig,/f,. Dean et al.’s experi-
mental results in water are given in the same figure. The choice(v)
the frequency ratid o /f, as the horizontal coordinate, instead o
the reduced velocity), , is discussed firstU, =Uy/2af,, where
f,, is the natural frequency of the cylinder in flid’he computed
stationary Strouhal number, St, is 0.24 at=R®00 instead of
being about 0.21. As a result, the predicted resonance range wc
be different from the experimental one, if the reduced velocit
were used in Fig. 14. In order to match the two scales, compu(C
tional and experimental, the frequency rafig /f,, is employed,
wheref,,=UqSt/d is the vortex shedding frequency of the sta
tionary circular cylinder, St0.24 for the numerical cases and
St=0.21 for the experimental casds.was measured in still wa-
ter in the experiments; while for the numerical results, it is ok
tained by adding the mass of the fluid displaced by the circul (¢’
cylinder to that of the structuref,=fo[m/(m+mpa?)]*?
wheref ,, is the natural frequency in air. Using the new paramr
eter,f,o/f,, the response peak appearing near a reduced veloc
of 6 in the experiments occurs at a frequency ratio of 1.2 bo
computationally and experimentally. This figure is discussed fu
ther with respect to the three sets of computational results belc (e)

At a mass ratio ofn/2pa®=1.57, the dynamic response of the
cylinder was computed at frequency ratiosfgf/f,=1.07, 1.22,
1.36, 1.56, 1.71, and 2.14. The response amplitudes shown in Figg. 15 Streamline and vorticity contours for
14 demonstrate wide resonance, with the maximum amplitude raf2pa?=1.57, £,=0., Re=2000

oo
8
8
[
8
:32

200 220

fVOIfn=1'36!
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Fig. 16 Relative phase between lift and displacement for fuolf,=(a) 1.07, (b) 1.22, (c) 1.36, (d) 1.56, (e) 1.71 and (f)
2.14 at mf2pa?=157, £,=0., Re=2000

In the experiments, the flow speed was adjusted, thus changpegially in the lift coefficient, although the displacement is nearly
vortex shedding frequency of the stationary cylinder and the freymmetrical. The lift amplitude drops to almost zero at a fre-
guency ratio as a consequence, along with the Reynolds numizgrency ratio of 1.36, with high frequency fluctuation. This case is

The force coefficient histories fof,o/f,=1.07, 1.22, 1.36, the transitional one from the lift force being in phase with the
1.56, 1.71, and 2.14 am/2pa®=1.57 show some asymmetry, es-displacement to out of phase, as illustrated in Fig. 16. With the
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displacement plotted together with lift coefficient, the change in

the lift coefficient is clearly visible, from being in-phase to out-
of-phase with displacement. The wake pattern obtained in the
range of the frequency ratios investigated is basically the 2P
mode, while the lift is in phase with displacement foy,/f, (a)
=1.07 and 1.22; during transition &, /f,=1.36; and while the

lift is out of phase with displacement fdr,/f,=1.56, 1.71 and

2.14. Close inspection of the vortex formation process in all these
cases indicates that it is virtually identical to the flow pattern .
during one period of the cylinder motion given in Fig. 15 for oo 6o e 0w 2w 200 200 200
f,o/fn=1.36. The vorticity contours clearly show that the 2P
mode wake is also similar to those found in forced motion cases
discussed in the previous section. The only difference is that at |

—
higher frequency ratio§,,/f,=1.71 and 2.14, the vortex in each a
pair away from the center line is weakened so that the pairs do not 03 /\/\ /\/\ /\ /\ /\A /\
form closed vortices in the streamline plots. This set of results (b)) o A A !

indicate that the change of vortex mode from 2S to 2P does not
always occur simultaneously with the change of the lift from in- o8
00 350.

Y

o

phase to out-of-phase with the displacement. The next two sets of -t
results confirm this conclusion further.

Next, the mass ratio is increasedrnu2pa®=7.6, and the fre-
quency ratios of ,o/f,,=0.89, 1.11, 1.21, and 1.33 are used. The
relative phase between the lift and displacement is illustrated in

840 600 96000 37000 32000 39000  400.00

Fig. 17 for this mass ratio. The time histories especially for the 15
casef,/f,=0.89 contain significant beat, while the flow pattern !
indicated the presence of a 2S vortex pattern. The lift is in-phase o5 o \A n A n n n
with the displacement for this frequency ratio, as seen in Fig. (c) o ™~ 4
17(a). At frequency ratios of 1.11 and 1.21, the lift patterns are in 05
the transition process, from being in-phase with displacement to i
Ye
5

out-of-phase, and appear to have twice the vortex shedding fre-
quency, as shown in Fig. 1) and 17c), respectively. The cor-

responding wake patterns for these two frequency ratios have al- #0  ww  @w wH @0 @0 w0
ready changed to the 2P mode. The lift becomes out-of-phase with

the displacement fof ,,/f,=1.33 as shown in Fig. 1d). The 15 o

wake pattern for this case is also the 2P mode. Both the 2S and 2P N Y

modes were identical to those of the forced motion cases.

The maximum amplitude ratio of 1.34 is obtainedfgg/f,
=1.21 andm/2pa®=7.6, as shown in Fig. 14. This value is lower (d) 0
than the limit values obtained from simplified mathematical mod-
els such as the wake oscillator and correlation mo@@levins

[3]), which give limit amplitude ratios greater than 2.0 for an 4
elastically mounted rigid circular cylinder. In this case, the maxi- s
mum amplitude is greater than that obtained at the mass ratio of TBooo T 1m0 | 1000 | 21000 | 2000 | 25000

1.57, although a fully steady amplitude was not secured in the
latter case, as shown in Fig. (b3.

The cases discussed above fol2pa?=1.57 and 7.6 do not t
have any structural damping. In the cases that follow, a dampi'n_%. 17 Relative phase between lift and displacement for
ratio of 0.051 is applied to match the value measured in Dean’, ¢ _ (a) 0.89, (b) 1.11, (c) 1.21, and (d) 1.33 at m/2pa®=7.6,
et al.’s experimen{Griffin and Ramberd21]), while the mass £,=0., Re=2000
ratio was kept at 7.6. The frequency ratios used Byg/f,
=0.89, 1.02, 1.11, 1.21, and 1.33. With light damping, the re-
sponse amplitudes drop significantly from the undamped case
seen in Fig. 14. The maximum amplitude compares well with t
experimental value, although the resonance peak obtained is
rower than the experimental one. The discrepancy between EQ
present results and experimental data may have resulted fr

lacking a turbulence model and imposed two-dimensionality | ass ratio of 1.57, the response frequency is locked on to the

the computations. The relative phase between lift and displac&stionary vortex shedding frequency rather than the natural fre-
ment is plotted in Fig. 18. Fdi,o/f,=0.89, 1.02, 1.11, and 1.21, gyency of the cylinder, as it is usually obtained in experiments
the vortex shedding was in the 2S mode, while the lift remained {jth high structure to fluid mass ratio. Hence, high amplitude
phase with the cylinder displacement, as shown in Figall® resonance is predicted over a wide range of reduced velocities or
18(d). At f,o/f,=1.33, the vortex mode became 2P, and the lifrequency ratios for a light structure, in which the response fre-
became almost out of phase with displacement, according to Fiiency may be controlled by stationary vortex shedding fre-
18(e). The result from an FFT analysis of the lift and displacemerjuency(inverse lock-in. When the mass ratio is increased mod-
histories indicated that the lift now actually lead the displacemestately to 7.6, the response frequency remains between the natural
by 145 deg. The departure of phase difference from 180 deg pfrequency of the structure and the stationary vortex shedding fre-
vided energy to the cylinder to maintain a constant amplitude guency. It is interesting to note that adding light viscous damping

htgg presence of viscous damping. The 2S and 2P modes were

;figain identical to the forced motion patterns.

In Fig. 19, the dimensionless response frequehky,, is plot-

| against the dimensionless stationary vortex shedding fre-
ncy,f,o/f,. The results in this figure indicate that at the low
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Fig. 18 Relative phase between lift and displacement for
fuolf,=(a) 0.89, (b) 1.02, (¢) 1.11, (d) 1.21, and (e) 1.33 at

mi2pa®=7.6, £,=0.051, Re=2000

f/f

f, of a spring-mounted circular

Fig. 19 Response frequency,
*, mi2pa®=7.6, £,=0. +,

cylinder. O, m/2pa*=157, £,=0
mi2pa®=1.6, £,=0.051.

Table 2 Summary of vortex modes and the relative phase be-
tween lift force and cylinder displacement for dynamic re-
sponse cases at Re =2000

m/2pa® = 1.57, € = 0
fv°/fn 1.07 1.22 1.36 1.56 1.7 2.14
vortex
mode 2p 2P 2P 2P 2P 2P
phase in in transi-| out of| out of| out of
phase phase |tion phase phase phase
m/2pa® = 7.6, E =0
fv°/fn 0.89 .11 1.21 1.33
vortex
mode 28 2P 2P 2P
. ies ie i out of
phase in phase transition| transition phase
m/2pa’ = 7.6, E = 0.051
fvo/fn 0.89 1.02 1.1 1.21 1.33
vortex
mode 2s 28 28 28 2p
. . ; : out of
phase in phase| in phase|in phase| in phase phase

VI Conclusions

The numerical predictions of the flow fields around stationary
and transversely oscillating circular cylinders, as well as of the
dynamic response of a spring-mounted circular cylinder, have
been found to be in reasonable agreement with the available ex-
perimental data. The predictions were obtained with a FORTRAN
code developed using the SIMPLE-C algorithm with the QUICK
scheme.

From the results of the controlled motion cases, it can be seen
that when torsional motion is coupled with the vertical oscillation,
the lock-in of the vortex shedding is possible, but it depends
largely on the relative phase between the torsional and transla-
tional oscillations. With torsional motion alone, the flow field may
not be modified significantly.

The numerical simulation of the dynamic cross flow response
of a spring-mounted circular cylinder confirm the phase change,
namely, from the lift force being in-phase with the cylinder dis-
placement to out-of-phase, with increased frequency ratio, as well
as the change of wake pattern from 2S to 2P. However, the change
of wake pattern does not always occur simultaneously with
the change of the relative phase between the lift force and
displacement.

affects the response frequency as a result of nonlinear interaction,

while viscous damping has little effect on the natural frequency i

a linear spring-mass system at similar damping levels.
A summary of the vortex modes and lift phases is given in Financial support for this project was provided by NSERC

Table 2 for the three sets of dynamic cases.
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Image Singularity System to
Represent Two Circular Cylinders
e of Different Diameter

) Professor, The singularity system to represent two circular cylinders poised under different ambient
School of Transportation Systems Engineering, flow fields is considered in the present research. The singularity system, composed of a
University of Ulsan, series of singularities, has to be truncated for numerical calculations. A rational criterion
Ulsan 680-749, Korea to determine how many terms of this series should be retained to maintain the prescribed
accuracy is provided through analysis of the converging property of the series. A par-
ticular emphasis is put on how to deal with the discrete vortex model of a boundary layer,
this possibility being the basis for the development of a tool to simulate vortex shedding
from a structure composed of two circular cylinders. The principle in obtaining the
present singularity system can be applied to more-than-two-cylinders structures. Only the
series becomes more complex with an increase in the number of cylinders.
[S0098-22000)01704-1

1 Introduction complexity but when there are more than one it is not so simple
When a sinale circular cviinder is oresent in the tWOpwing to the interaction effects between the cylinders and requires
. A Singie Y P o some remedies such as considered in this paper. The possibility of
dimensional irrotational flow field, the complex potential is de;

. ; X - . his application has in fact been the motivation of the present
fined and the singularity system representing the cylinder can }Pﬁ/estigation
readily found. The circle theoreiiMilne-Thomson[1]) proves to '

be an efficient tool in this process, if used with some care. .

However, when there is more than one circular cylinder in th% The Complex Potentials
flow field, the singularity system representing each cylinder can-Let us consider the flow situation depicted in Fig. 1 in which
not be obtained so easily due to the interactions between the djie vortex of the strengtl’ is supposed to be shed from a par-
inders. The circle theorem can still be applied for one cylinder &gular cylinder, say the greater one. An image dipole is needed at
a particular stage but the result accompanies violation of tige center of each cylinder to satisfy the boundary condition on
boundary condition on the other cylinder. This fact makes it mot@e cylinder surface in connection with the free-stream velocity.
convenient to compose the singularity system with the concept @ice the dipole within the greater cylinder is an external singu-
image singularity than with the help of the circle theorem. larity when viewed from the smaller cylinder, an image dipole is

Only the case of two circular cylinders has been considered i appear in the smaller cylinder against this external dipole, and
the present study. The method proposed herein can be appRégilarly an image dipole is also to be employed in the greater
without alteration to other cases with more circular cylindergylinder as well. These second step image dipoles bring in further
However, the complexity of the singularity system grows rapidiifmage dipoles in both cylinders. This process continues indefi-
with an increase of the number of the cylinders. nitely to compose the whole image dipole system.

The method of calculating potential flow around multiple cylin- As for the shed vortex, an image vortex inmediately responds
drical bodies is useful in connection with several contexts. TH#thin the cylinder from which the vortex has been shed. Then
potential flow itself perturbed due to the bodies in a given basg@ch of these two vortices calls for respective image vortices
ambient flow is of some interest for its own sake or as the basis
for further theoretical and/or numerical analysis as can be found in

the study by Miler [7] who dealt with the dipole system to rep- r
resent two circular cylinders in a uniform ambient flow. Another A C
field of applications can be found in the techniques to simulate radius A

viscous flow through the frame of potential flow with embedded

vortices, as can be found for instance in the series of papers by — _

Sarpkayd?2]. The investigations by Lewis and Porthoi8¢ Fink |
and Soh[4], and Mook and Dond5] among many others may

also be referred to to see some variations of the technique. In Yy l
these kinds of flow simulations, commonly referred to as the dis-
crete vortex method, the vorticity in the wake region is repre- .

sented by a large number of point vortices, all of which have been
released in a step-by-step fashion from the body and convected

downstream in the flow field. The wall boundary condition being l
of the Neumann type is usually satisfied through the use of the A a

concept of image vortex if the body cross section is circular.

When there is only one cylinder this task offers no particular

Contributed by the Fluids Engineering Division for publication in ticeJBNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
May 30, 2000; revised manuscript received June 23, 2000. Associate Technical Edi-
tor: D. P. Telionis. Fig. 1 Uniform flow with a vortex
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within the other cylinder and these latter two image vortices bririgmight be fruitful to take this problem as the physical model in
another two image vortices in the first cylinder and so on. investigating further properties of that intriguing mathematical

In this process of determining the image singularity system, tlemtity.

Milne-Thomson'’s circle theorem can be used, except for the firstWhen there aréN,; and N, vortices in the flow field shed, re-
step, to determine the immediate image vortex correspondinggpectively, from cylinder 1 and cylinder 2, the complex potential
the shed external one. Here, only one image vortex at the inverseuld be given as

point is chosen to bring the total circulation together with the shed N

vortex to zero. .

The resulting complex potential when nondimensionalized with e(2)=e 2+ py(2)+ X, D, @,
respect to the radius of the major cylinder and the magnitude of
the free-stream velocity is as follows: in which <PU(Z;(F)1k () is juste,(2) of Eq.. (7) with F and¢

o(2)=€"12+ py(2) + @,(2). 1) replaced, respectl_vely, by'};x and )j. This expression may
be taken for the discrete vortex model for the boundary layer and

@q(2) standing for the series of the image dipoles can be obtaingg ake created around a two-cylinder structure located in the
through repeated use of the circle theorem and takes the followiggiform stream.

z;(D)j (D) (10)

=1 k=1

form:
eia efia eia
=t py—— -+ o . - .
4(2)=pag— &0 MYz E, Ko e s 3 Truncation of the Infinite Series
e i@ 3.1 Truncation of the Series for¢y. For this purpose, it
+’“21Z_§21+'“ (2)  would be sufficient to consider the series @& rather thang,
itself and, moreover, only the series afs within either series.
where Let this series be denoted I, , that is,
1
= S,=mot i+ Fun1+R (11)
B Py 3 Mo™ M1 Mm-1 m
M1k= M2k 1>(|§2(k_1)_|5/2|) (3) “ “
) where
r
Kok e g s 2 (4) Rum=tmt tme1t ", (12)
£r= 1 o s (5) M= Mk OF M= Mok -
D S ——— ,
Eak-1)HiS/2 2 It can be recognized without difficulty that this series converges
r2 s slowest when the two cylinders have the same radius, i.e., when
bp=——— i =, (6) r=1.If so, u’s are expressed as
E1k1)—isl2 2 )
— —r2
mao=1, pao=r" m=]1 g for k=1,2,... with po=1 (13)
§1O=is/2, §20=—iS/2, =1
s=2l/A, r=alA. where
¢,(2) represents the complex potential due to the shed vortex and _hy hy  hj_yh »
the series of the image vortices and can be expressed as follows: QJ*ST s— s— s (14)
_ir | ir I | and
¢o(2)=— 5_log(z— )+ 5—[log(z— {11) —log(z— {15) ++ -]
. 1" h]_: h2: = h] = 1
i
+ 5 - [109(z= Lo —l0g(z— o)+ (7) " If the cylinders are not in contacs,is greater than 2 and hence
where 1 for Ke1.2 (15)
. ) <Oy 1<—= for k=12,....
glk:Clk+IS/21 §2k=02k—|3/2, (8) : Kt s—-1
{; dimensionless position of the shed vortex, From these inequalities, we can deduce that
I'; dimensionless strength of the shed vortex.
1

{1k and £, denote the position of the image vortices within cyl- < .
inder 1 and cylinder 2, respectively, ang, andc,, represent the KM (s=1)2=1](s—1)*™ Y
complex position vectors of each of these image vortices relative
to the center of the respective cylinder it belongs to and are giv

(16)

uating the right-hand side of this expression to a certain pre-
scribed small numbeg,, , we can fix the number of termd to

by:
Y be retained to keep the sum of the neglected terms within the
1 r2 desired error bound as shown below:
Cy=——=, Ca=——— - ©)
Lok-1)tisl2 {141y 18/2 log€,s(s—2)]
with Md_l<l_W$Md (17)
{10~ £20= ¢ 3.2 Truncation of the Series for¢,. Consider the series

It is interesting to see that each termggf or ¢, takes the form of for ¢,(2z) excluding the external vortex term and the two leading
a continued fraction. Although some properties of continued frahage vortex terms. The remaining serig){z) can be expanded
tion are available, as can be found in Abramowitz and St¢§un as the following:
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il ([ Ay (AZ1p)? Suppose a certain small numbey is specified to the right-hand
o (2)=— —[ 5 side of the above equation, that is,
2w (2= {1 2(2— (1)

Al (Af19)?
2=l 22— {10)° . iy . . .
) ) The truncation position & can be determined from this equation
NP AL, (AL as the smallest even number just greater than the value satisfying

2w ||zl 2(2—(2)? the equation. In view of the definition &/, , let us denote &

) so obtained plus 1 b, . ThenM, is determined as the smallest

Alos  (Ad2) odd number satisfying the following inequality
2=l 22— {20)°

log{e,(1—[r/(s—r)(s—1)]*)}

r 2m 1 B
(s—1)(s—1)| 1I-[rl(s—=n)(s—D)J? "

(28)

+

(18)

+1<M,.
where log[r/(s—r)(s—1)] 1=M, (29)
ALw= Cakrn) ™ faks (19) 4 The Truncated Complex Potential
Adow= o1y~ Lok The exposition of the previous section allows us to truncate Eq.
The inverse pointgy, and{, in Eq. (7) and the above equations (1) as follows
have the following properties: 2 My .
o(z)=e""z+ >, — e“l)k“’*i loglz— ()]
{ikeQ-1y and fore k-1 (20) = ey Hig= £ 27 P

wy; the image region of the regiaf 4y, n

Qg; the inner region of the cylinder 1, -

where(), ; the image region of the regiom 1), 2 M
i<

] (—1)*log(z— Zjx)

x|
[

+log[z— §<3p)<MU+1)]}
wg; the inner region of the cylinder 2,
. _ . : . . (30)

the image region of a region being defined as the set of inverse . . . . )
points of all the points in the region. Since a subregion will b@herep; 1 or 2 according to the cylinder from which the vortex is
mapped into a sub image region, it is not difficult to see that shed.
The last term in the curly bracket is required, because the image
vortices appear in pairs at all the stages so that the total circulation
and, hence, the absolute values\df;, andA ¢, are smaller than vanishes.
unity.

Now, for determination of the truncation position of the serieg Calculated Examples
Eq. (18) it may be sufficient to consider the following series only, streamlines obtained from the present investigation are shown

QkCQ(k—l) f wka(k_D (21)

S = Al A +R 29 in the following figures for a n_um_ber of different ﬂovx_/ situations.
=484, Sam * Ruvam 22) |1 each case, the plotted region is covered by a grid system and
where the value of the complex potential is calculated at every nodal
" point. Then the streamlines are generated by tracing the contours
of constant value of the stream function.
Rlu(szKZl Aliomr2k) (23)

in view of the fact that the series comprised of the first-ord
terms converges most slowly. We may think of ofly, because,
in fact, the same conclusion is obtained from the consideration
the series composed df{,, . The relative importance of the re-
mainder of this series would become more evident when the fir
term is made unit value by dividing both sides of Eg2) by
A,

cix and ¢y as defined by Eq(9) take a form of continued
fraction. Inserting Eq(8) into Eq.(19) and making use of a prop-
erty of continued fractions, we have, after some manipulation,

Al _
Ay,

The properties in Eq21) imply that

2(k—1)
Hl [Cl(3+j)?2(2+j)/r] fOI’ k:2,3, P (24)
i=

I mac>Crkrlmax @A [Coulmax™[Cogks 1)l max-  (25)
|c1| and|c,,| become greatest either whér (s/2— 1)i or when
{=—(s/l2—r)i and we have the maximum values far, and
|2l

2

r
|012| max— , |C22| max— E . (26)

S—r

7%
/,

The inequalities shown by E@25) affirm that

%

Ruy(2m) r 2% - r=08 s5s=22 a=-30°
Al | iEm(s—r)(s—1) Fig. 2 Uniform flow
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r=07 s=24 (=(12,1.6)

Fig. 3 Two cylinders with a single vortex

The employed mesh size is typically 0.02 in both and

r=0.8

Fig. 5 Uniform flow with some shed vortices

s=24 «o=20°

=28. Of course the vortex potential does not exist. Figure 3 shows

y-direction but with more dense nodes at the adjacent region @ sreamlines when there is a single vortex at the position
the cylinders. The series were truncated using 0.0001 as the tryﬂz 1.6 with the center of the major cylinder €0,1.2. In this

cation parameter for both, ande, . The streamlines are chosen
so that difference of the stream function between any two nei

boring streamlines is fixed.

ase, the stream function was nondimensionalized with respect to
ie vortex strength. The other parameters are shown in the figure.
Figure 4 shows the case of two cylinders introduced in the flow

_ Figure 2 shows the streamliﬂes of a uniform stream approagfy|q that has been created by a vortex. This is the situation stipu-
ing the cylinders at an angle af=—30 deg. The number of terms 5164 by the Milne-Thomson's circle theorem. The computational

to be retained in each series of the dipole potengiglvas M4

7/

=

S

7
N\

r=07 s=24 (=(1.216)

Fig. 4 Flow by a vortex

718 / Vol. 122, DECEMBER 2000

parameters have the same values as those of Fig. 3. In both the
cases of Fig. 3 and Fig. 4, no dipole potential comes into existence
and that part of Eq(30) representing the vortex potential was
determined witiM ,=9. When a uniform flow with the approach-

ing anglea=20 deg is superposed with a number of flows of the
nature shown by Fig. 3, we have the streamline distribution shown
in Fig. 5. In the diagram the upper three vortices are supposed to
be shed from the major cylinder while the other four from the
smaller one. The strengths are arbitrarily chosen between 2.4 and
3.2, and so are the locations. These strengths are rather great
compared with those normally encountered in a numerical simu-
lation by the discrete vortex method and are chosen so as to ex-
aggerate streamlines around the vortiddg.andM, were 15 and

11, respectively. The same value Wf, applies to all the shed
vortices since it depends only o#,, r, ands. The degree of
violating the exact boundary condition is given theoretically as a
simple addition of that of each single vortex. This calculation
demonstrates that the case shown in Fig. 3 plays the role of the
basic building block for a vortex shedding simulation with a large
number of discrete vortices.

6 Conclusions

The calculated streamlines seem to provide sufficient ground to
believe that the present way of tackling the problem is truly reli-
able.

Treatment of the series in connection with determining the trun-
cation position might have at first sight appeared rather rough. If
the converging property of the series was in question, rigor is, of
course, a crucial factor to be maintained. But to find the truncation
position only, it seems to be justifiable that the present treatment
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The same principle of building up the image singularity system(2] Sarpkaya, T., 1989, “Computational Methods With Vortices—The 1988 Free-
can be extended to the situation of more than two circular cylin- _ man Scholar Lecture,” ASME J. Fluids End-11 pp. 5-52.

. : f . . [3] Lewis, R. I., and Porthouse, D. T. C., 1983, “Recent Advances in the Theo-
ders placed in any arbitrary fashion. From a practical point of retical Simulation of Real Fluid Flows,” Trans. NECIES9, pp. 88-104.

view, only the complexity grows almost prohibitively with an (4 rink, p. T., and Soh, W. K., 1974, “Calculation of vortex sheets in unsteady
increase of the number of cylinders. However, if the image singu-  flow and applications in ship hydrodynamicsProc. 10th Symp. Naval Hy-
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Introduction

A gas flow may be modeled at either the macroscopic or t
microscopic level. The macroscopic model regards the gas ag
continuous medium, and the continuity and Navier—Stokes equ
tions provide a conventional mathematical model for analyzin@
the flow field. On the other hand, the microscofic moleculay a
model recognizes the particulate structure of the gas as a myrgi
of discrete molecules and provides information for the positio
velocity, and state of every molecule at any instant. One of t
major mathematical models at this level is constructed by usi
the Boltzmann equation. In addition, the Monte Carlo method g
an alternative method, which has proven to be useful when

plied to the microscopic model analysis.

. ; 16
The degree of rarefaction of a gas is generally expressed
terms of the Knudsen numbéKn) which is defined by the ratio
of the mean free path of the g@s to the characteristic dimension
of the considered problerl). A higher Knudsen number may
result from either a larger mean free path or a smaller charact%-
istic dimension. Larger mean free path is usually a consequence og
a lower gas density. The lower-gas-density flows, which af
termed “rarefied gas flows,” are encountered in the fields rangir}ﬁ
from hypersonic fluid dynamics to vacuum technology.
Generally, when the Knudsen number exceeds 0.1, the ¢
tinuum model is not able to provide accurate results and hen
the molecular model ought to be adopted instead. However,
cording to the existing information, it seems to be rather difficu
to obtain analytical solutions of the Boltzmann equation. Ther
fore, the direct simulation Monte Carlo meth@SMC) proposed
by Bird [1] offers a valuable tool for predicting the flow behavior
instead of seeking solution of the Boltzmann equation. Tr}%
DSMC method adopts a probabilistic procedure which is based ga
the assumption that the gas molecules are in a situation of mos
lecular chaos. Hence, the DSMC method is particularly suitabé(?,n

for predicting the dilute-gas flows.

The DSMC method has been applied to the analysis of a nu
ber of engineering problems in the past several decades. For €
ample, Bird[1] first calculated the drag forces, heat transfer rate§
and flow fields for a hypersonic rarefied gas flow over severg
kinds of objects, including sphere, circular cylinder, and flat platfzo

DSMC Analysis of Rarefied Gas
Flow Over a Rectangular Cylinder
at All Knudsen Numbers

The present study is concerned with the flow behavior of the rarefied gas over a rectan-
gular square cylinder. Attention has been focused on the transition regime between the
continuous flow (at low Knudsen number) and the molecular flow (at high Knudsen
number). The direct simulation Monte Carlo method (DSMC) is employed for predicting
the distributions of density, velocity, and temperature for the external cross-flow. Mean-
while the pressure, skin friction, and net heat transfer coefficients on the surfaces of the
cylinder are also evaluated. The length (I) and width (h) of the cross-section of the
cylinder are both fixed at 0.06 m. The Mach number (Ma) ranges from 0.85 to 8, and the
Knudsen number (Kn) is in the range 0s0Kn<1.0. Results for various parameter com-
binations are presented. For some special cases, the numerical predictions are compared
with existing information, and close agreement has been fq@@098-22000)01404-9

Numerical solutions presented by Dahlen et[&], Cuda and
oss[3], and Wetzel and Oert¢#] for flows over blunt bodies,

Yy Jain [5], Dogra et al.[6], and Liu et al.[7] for flow past
fheres, by Harvey et al8] for hypersonic flows over a flat-
ded circular cylinder, by Stefanov and Cercignd®j and
olshtein and Elperifil0] for convective instabilities of rarefied
es within a horizontal parallel-plate channel, and more recently
Mavriplis et al.[11], Wong et al[12], and Liou and Fanl3]

for flows in microchannels all exhibit the performance of the ap-
Nications of the DSMC method for rarefied-gas flow analysis.
eanwhile, experimental validation for the DSMC method has
een performed by many authors, such as Dahlen, €i23l.
hufflebotham et al14], Dankert et al[15], and Allegre et al.

[16].
"Mhe present study is concerned with the flow behavior of the
rarefied gas over a rectangular cylinder at all Knudsen numbers.
The analysis of the flow over a rectangular cylinder is one of the
major concerns to the researchers related to gas dynamics since it
requently encountered in a number of practical engineering
tems. For example, Tai and Mul[df7] made a micro beam of
microns in width and 150 microns in length by surface micro-
achining. The rectangular-cylinder structure of the micro beam
can be used as a hot-wire probe for flow field research when
Ulirface micromachining is combined with bulk micromachining
fi_ang et al.[18]). However, although the external rarefied gas
Ws over an object have been widely considered in the literature,

roblems associated with the external flow over a rectangular cyl-
hder have been considered by relatively few authors. Therefore,
theoretical information regarding the rarefied-gas flow fields about
the rectangular cylinder is still insufficient, not to mention the data
r the micro hot-wire probe, especially for the transition regime

S

etween the continuous and the molecular flows.

Under these circumstances, in this study the DSMC method is

ployed for predicting the flow behavior within the transition

regime. Results for the flows ranging from subsonic to supersonic

Yreas are presented.

XPhysicaI model of the present problem is shown in Fig. 1. A

%ctangular cylinder with a cross sectionlofh is placed hori-
ntally in a uniform incoming air stream. The incoming air ve-

city and the ambient air temperature are denoted.bgndT.. ,

respectively. At the far fields, a free-stream condition is specified.

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; ; _ ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionln this StUdy‘ the lengthl) and the Wldth(h) of the cross-section

August 10, 1999; revised manuscript received July 13, 2000. Associate TechniB4f both fixed at 0.06 m. Two major parameters are considered in

Editor: P. Bearman.
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the analysis. The Mach numbévlia) ranges from 0.85 to 8. The
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1 four subcells of equal area. The principle of setting the cell size

! : Ar is that the macroscopic flow properties are not allowed to

- ; experience significant variations within a cell. The variations of
— 7 ' properties are caused by the intermolecular collisions; therefore,
She o — i - the cell size ought to be in the same order as the mean free path or

v=0 ___ M_l:”” i even smaller. In addition, an essential feature of the DSMC
T=T, — | x ' method is that the molecular motion and collisions are actually

— : uncoupled over the period of a specific time step. All the mol-
7 : ] ecules are moved after a time step, and predictions of the new
e e positions of the molecules as well as the resulting boundary inter-

' L - actions are followed by the selection of a set of possible intermo-

lecular collisions that are appropriate during the time step. In gen-

Fig. 1 Rarefield air flow over a rectangular cylinder eral, the time step ought to be sufficiently small in comparison

with the mean collision time. The mean collision timg) is the

inverse of the collision rate. That is
second parameter, the Knudsen numien), is in the range 1
0.01=Kn=<1.0. Note that the range of the Mach number covers 0= 1Ivg=—— /2 _ 3)
the subsonic and the supersonic flow regimes, and the transition Adi (KT e/ M) YA T/ T o)~
behavior between a continuo(ew Kn) and moleculafhigh Kn)
flow can be observed within 0.6&Kn=<1.0.

whereT s andd, are reference temperature and reference diam-
eter of the molecules, respectively, anglis the intermolecular

] collision rate. With the help of Eq3), one can determine a suit-
Numerical Methods able time step for numerical simulation.

The DSMC method is a numerical simulation technique which The computation starts with a uniform, equilibrium gas condi-
modeling a real gas flow by at least thousands of simulated m§@n which agrees with the free stream conditions in the physical
ecules. Each simulated molecule represents a lump behavior ¢iP&ce. It is assumed that the molecules inside each cell are of
group of real molecules. The data of velocity and position of tHedual number at the beginning of the simulation procedure. The
simulated molecules at any instant are traced. These molecfg¥ocity of a simulated molecule is assumed to be a linear com-
could be in collision with other molecules, or experience boundpination of the thermal velocity’ and the free stream velocity.
ary interactions in the simulated physical space. The VHS modBhat is,c=c’ +¢,. At the initial state, in the absence of the free-
proposed by Bird19] incorporates the hard-sphere scattering lawtream velocity, a simulated molecule ought to be moving only
for collisions, and treats the cross-section of the molecules agvh the thermal velocity.
function of the relative translational energy during the collision. For rarefied gas, the flow is actually subject to a slip-condition
Therefore, it is adopted to determine real diameter of gas mdit the solid surface. The velocity of a reflected molecule is deter-
ecule(d) and the total collision cross-section{). An evaluation mined by a model involving the gas-surface interaction. Two
of various intermolecular collision models has been made hyidely used models for the gas-surface interaction are the diffuse
Davis et al[20]. Further information can be found in this reportand the specular reflection models. The diffuse model, which is

The calculations have been performed for air in which rotactually a more commonly used model than the specular model,
tional energy exchange has been included. However, in this stuggsumes that the incident and reflected molecules may have dif-
the vibration mode is assumed to be negligible. For a nonreactifgjent temperatures due to the boundary interaction. An indication
air flow at a temperature that are not comparable with the char&é-the extent to which the reflected molecules have their tempera-
teristic temperature of vibration, the coupling between the vibréudre adjusted toward the surface temperature is given by a thermal
tion mode and the rotational and transitional modes are very weakcommodation coefficientf), which is defined as
gliggpt%a]é. Harvey et al.[8]); therefore, the assumption is ag= (i — 0,/ (0 — ) @)

The determination of the rotational collision numbét,f) is whereq; andq, are the incident and reflected energy fluxes, re-
based on the model developed by Pullei] and Davis et all20], spectively, andy,, is the reflected energy flux wheR,=T,,. In
in which the exchange restriction factaf,,, representing the this study, the accommodation coefficient is assigned to be unity.
fraction of energy elastically scattered during each collision, is The pressure coefficier@,, the skin friction coefficientCs,
given by and the net heat transfer coefficie@f, can then be defined in

_ terms of the incident and the reflected flow properties. A flux is
bror=0.14811.0188 001 28Eenf20 1) regarded as positive if it is directed toward the surface. The defi-
whereE,, is the center-of-mass energy akis the Boltzmann’s nitions of these three quantities are:
constant. Then, the rotational collision numBey, is predicted by

Z.0i=Cl .01, WhereC is set equal to 1.736, as suggested by Pul- Cp= P=P- = (Pi+Pr) = KT (5a)
lin [21]. %pwuczo %nmui
The sampling routine is extended to cover the rotational ener-

gies, and hence the output includes both the translational and the cm T (it 7) &b
rotational temperature€l,, and T,,). The translational and the LY u2 a Inmid (50)
rotational temperatures are equal for the equilibrium gas and the 2P=te 2
common value may represent the thermodynamic temperature of q (gi+q,)
the gas. However, for the nonequilibrium gas considered in the Ch=1 riE— (5¢)
present study, the gas temperat(Feis represented by an overall 3pUS  gnmid
temperature which is a weighted meanTef and T, as

T=(3Ty +sTo/(3+5) 2 Table 1 Properties of air

wheres denotes the number of internal degrees of freedom.

The physical region of interest is divided into a network of mkgl  prer [N-SIMP] - Tier [K] die [m] s o c[m/
spatial cells in the DSMC computation. There can be at leagB1x10°26 1.719<10°° 273 4.19x10° 0 2 0.77 347.21
thousands of cells and grid points as well. Each cell is divided inta
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Table 2 Studied cases

n., [ h U, T.. P* P
Case [Vmq] [m] [m] [m/s] [K] [Pa [kg/m?] Ma Kn Remark
1 2.137x 10 0.06 0.06 2777.655 300 0.0885 1.028<10°© 8 1 supersonic
2.137x 102° 0.06 0.06 2777.655 300 0.8851 1.028<10°° 8 0.1 supersonic
3 2.137x 10%* 0.06 0.06 2777.655 300 8.8512 1.028< 104 8 0.01 supersonic
4 2.137x 1010 0.06 0.06 1736.035 300 0.0885 1.028x10°© 5 1 supersonic
5 2.137x 10?0 0.06 0.06 1736.035 300 0.8851 1.028<10°° 5 0.1 supersonic
6 2.137x 102t 0.06 0.06 1736.035 300 8.8512 1.028<10 4 5 0.01 supersonic
7 2.137x 10 0.06 0.06 694.414 300 0.0885 1.028<10°© 2 1 supersonic
8 2.137x 107° 0.06 0.06 694.414 300 0.8851 1.028<10°° 2 0.1 supersonic
9 2.137x 10%* 0.06 0.06 694.414 300 8.8512 1.028< 104 2 0.01 supersonic
10 2.137x 10'° 0.06 0.06 295.126 300 0.0885 1.028<10 ¢ 0.85 1 subsonic
11 2.137x 10%° 0.06 0.06 295.126 300 0.8851 1.028<10°° 0.85 0.1 subsonic
12 2.137x 10 0.06 0.06 295.126 300 8.8512  1.028<10 4 0.85 0.01 subsonic
*P,=n,kT,
*pe=n.m
where pressur® is the sum of the normal momentum fluxes of 2kT., _ 1/T,\¥ _
both the incident and the reflected molecules at each time step, Cp=—— 1|7 Y%ssina+ 7(—) exp( — s? sir? a)
. . mus, 2\ T,
shear stress is the sum of the tangential momentum fluxes of
both the incident and the reflected molecules at each time step, 1 \o1(T,\¥2
and net heat transfag is the sum of the translational and rota- + (§+52 Sir? a) +3 T—) (75 sina)
tional energies of both the incident and the reflected molecules. *
The subscripts I” and “r” are used to denote the incident and
reflected molecular streams, respectively. Note that for a free- X[1+erf(ssina)] (6)
molecule flow, the pressure, skin friction, and net heat transfer
coefficients on a surface element associated with the incident mol- 2kT.. ., 5
ecules at incidence are derived by Bird19] as Ci= M (7~ Y’s cosa){exp(—s* sir’ @)
112G g ;
+(mssina)[1+erf(ssina)]} 7
ning,
9 9 145
8 8 135 0.12
7 7o Kn=0.0143
6 6 115 c, Y T n=0.
5 5105 » -
4 4 095 ‘é Kn=0011% 1 o8 e
3 3085
; = 3w /////// | R
Q / < { ooz Free-molecule value : q 0.02¢-
°mo e’n 4’0 50 ;a 9 Z'D 4‘0 SJ(-) é‘o_
T, T, XA XA
9 22 9 22
8 2 8 2 0.20; 0.2
7 18 7 18 Cp o P [ ) Kn=0.0143
6 16 6 16 sk Free-molecule value ok -
514 = 5 X
4 12 e 5,
3LIS // 3 oof N o
2 11 . 2 “a, =
1 105 /// 1 R Kn=00143
: - 0.05 gy 0.05
_/ = ) Kn=0.0118
n.ooo 20 l‘ﬂ 60 30 8 W 4’0 SJ(-J zfu_
XA X/A,
9 %a 1- Incident translational o Kn=0.0143 1- Incident translational
8 3 . 7 9 2- Reflected translational Gy ’ 2- Reflected translational
. 8 3- Incident rotational Y 3- Incident rotational
Z 3-5 7 4- Reflected rotational 4- Reflected rotational
. 5- eat transfer e, IS 2
525 — 2 ‘o onsl ™
4 2. — " 3
315 / 3 0,“ A—
2 1. . 2 1 _ 4 "
T 70 005 0 °
¥ " v 0 20 :Z;,w [ 50 60 T
(a) ®) (@ ®)
Fig. 2 Contours of number density, temperature, and Mach Fig. 3 Distributions of pressure, skin friction, and heat trans-
number for flat-plate flow at Ma =4 and Kn =0.0143, compared fer coefficients along a horizontal flat plate at Ma =4 and Kn
with the data of Bird [19]. (a) Data provided by Bird [19], (b) =0.0143, compared with the data of Bird [19] (a) Data provided
present predictions by Bird [19], (b) present predictions
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Fig. 4 Flow over a rectangular cylinder for various Knudsen numbers at Ma =8 (cases 110 3).

(a) Contours of number density, (b) contours of temperature  (c) velocity-vector plot, (d) con-

tours of Mach number.

1
2%

b% 1
2

J’_i_f
S y—=1 2

+1\/ T,
e =

X {exp(—s? sir? a)+ 7% sina[1+erf(ssina)]}

1
- Eexr(fsz sir? a)
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®

Numerical solutions for the case at infinite Knudsen number may
be compared with the values from Ed{6)—(8).

In the present study, typically a uniform 1060 grid is
adopted. Each individual grid cell contains four subcells inside.
Far field boundaries are subject to the freestream condition, with
which the incoming molecules are prescribed with undisturbed
freestream velocity. And, the outgoing molecules across the
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Fig. 4 (Continued ).

boundaries are actually discarded. The working fluid considered isResults are presented basically in dimensionless form. Figures
air, of which the number density is 2.68210°®° m 2 at standard showing the contours of the Mach number, temperature, and
air conditions, 1 atm and 0°C. Table 1 gives the properties of aiumber density are provided. In addition, to illustrate the flow
required by the DSMC method. The physical and geometric copatterns, the velocity-vector plots are also presented. The solu-
ditions for all the studied cases are displayed in Table 2. Theens for temperature and velocity enable the distributions of
studied cases range from subsonic to supersonic flows so that@g C;, and Cy, on the surfaces of the cylinder to be further
effects of air speed on the rarefied gas flow behavior may k&aluated. Computation time required to complete a typical case is
evaluated. Note that the temperature on the cylinder surfaceaisproximately 80 to 90 hours on a Pentium-200 MHz personal
maintained at 300 K for all cases considered. computer.
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Fig. 5 Contours of Mach number for various Knudsen numbers (cases 1, 3,4,6,7,9, 10, and
12). (a) Kn=0.01, (b) Kn=1

Numerical Checks. In order to check the validity of the  Length of flat plate: 0.9 nfapproximately 70 times the mean
simulation program, a comparison between the obtained results free path
and the existing information has been made. For a supersonicTemperature of flat plate: 1.67

external flow over a horizontal flat plate of finite length, the re-
sults presented by BirflL9] regarding the flow and temperatur
fields can be used for verification. Information for the case

given in the following:

Working fluid: nitrogen
Mach number: 4
Knudsen number: 0.0143

Journal of Fluids Engineering

Comparisons between the two sets of data for the test problem
€are shown in Figs. 2 and 3. Presented in the left and the right
[Sortions of Fig. 2 are the data of Bifd9] and the present study,
respectively, and contours afn.., T/T.., and the Mach number
are plotted. Figure 3 shows the distributions of pressure, skin
friction, and heat transfer coefficients along the horizontal
flat plate. Visual inspection shows a good agreement between
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the two sets of data. Notice that the valuesGgfand C; for the each surface of the rectangular cylinder for cases 4-6. The effects
free-molecule flow are also given in Fig(a3 for validation. of the Knudsen number at M&b are considered. The solutions
are basically symmetric with respect to the central lineyff
Results and Discussion =Q.5. Dge to the stagnation effects .in. front of the rectangular
cylinder, in general the pressure coefficient is greater on the front
Figure 4 shows the flow over a rectangular cylinder for variousurface than on other three surfaces. At=Kln the pressure coef-
Knudsen numbers at Mz8. Results for cases 1 to 3 are presenteficient on the front surface is nearly a constant value of 1.97, and
in this figure. It is found that a strong normal shock is developafle magnitude of pressure coefficient on this surface decreases
in front of the rectangular cylinder at Kr0.01. However, the wjith the Knudsen number. However, an inverse trend is observed
normal shock is gradually smeared when the Knudsen numberis the bottom and the top surfaces. The pressure coefficient on
increased. Note that the case at=K01 is close to the continu- these two surfaces is basically increased by a decrease in Kn. On
ous flow, and the case at Kri approaches the molecular flow. Itthe bottom and top surfaces, the distribution of the pressure coef-
is seen that the structure of the shock is not visible atKnAlso  ficient for the case at KAl is more uniform than those for Kn
note that the air experiences remarkable temperature and density1 and 0.01. A local maximum value is observed at approxi-
increases in the stagnation zone. The maximum temperature afgtelyx/| =0.15 for the curves for Kn0.1 and 0.01. In general,
density reached in the stagnation zone is obviously decreasedi¥ curves for all Knudsen numbers display a trend of slow de-
an increase in the Knudsen number. The temperature increasgdént on the bottom and the top surfaces. In addition, on the rear
attributed to compression heating in the stagnation zone. This figiirface, it is found that the pressure coefficient becomes negative
ure shows that when a continuous flow is converting to a molecgnd is uniformly distributed. To sum up, the distribution of pres-
lar one, the smearing of a shock wave is accompanied by a redyggre coefficient is more uniform at each surface with a large
tion in the compression heating. Meanwhile, according to thenudsen number. That is, when a flow approaches the molecular
velocity-vector plot shown in Fig.(4), it is obvious that the ve- flow regime, the distribution ofC,, will become uniform. This
locity field experiences a discontinuous drop across the shogkservation exactly agrees with the behavior of the free-molecule
wave. However, the discontinuity of velocity field is not observe€low, in which the pressure coefficient is constant on each surface.
at Kn=1. Figure 7 shows the distributions of skin friction coefficiei
Contours of Mach number at various Knudsen numbers aatbng each surface of rectangular cylinder at different Knudsen
free-stream Mach numbers are shown in Fig. 5. The flows at Kiumbers for the same cases. On the front surface, the distributions
=0.01 and Kr=1 are investigated. The results tend to confirm thef C; for all Knudsen numbers are nearly identical. The range of
expectation that at Kn0.01, the normal shock takes place in frontc, is between—0.3 and 0.3 on the front surface, and z&p
of the rectangular cylinder as Ma is changed within the ranggcurs at the stagnation point/f)=0.5). On the rear surface, the
between 2 and 8; however, at Ki1.0 the shock wave structure isdistributions ofC; for all Knudsen numbers are also identical, but
not observed for Mach number varying within the same rangge distributions are uniform and close to zero along the surface.
When the Mach number is reduced to 0.85, which is associatgHe value ofC; appreciably increases with Knudsen number on
with a subsonic flow, a rather different flow behavior is seen. Age top and bottom surfaces. On these surfaces, the val@g of
shown in Flg 5, the flows with cases 10 and 12 do not diSp'ayb'écomes more uniform at |arger Knudsen numbers.
shock-wave structure at all Knudsen numbers, and the local MactDistributions of net heat transfer coefficieBt along each sur-
number is less than unity throughout the domain. face of rectangular cylinder for different Knudsen numbers are
Figure 6 shows the distribution of pressure coeffic€ptalong  shown in Fig. 8. The net heat transfer coeffici€ptrepresents the
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bers at Ma =5 (cases 4-6)

ratio of the sum of translational and rotational energies of hofi¢ient shown in Fig. 7. A nonzero but small value ©f, is ob-
incident and reflected molecules to the termpli2, as defined in Served on the rear surface as@.1 or 0.01; however, at kal,
Eq. (5). On the front surface, the net heat transfer coefficigpt Cn iS found to be zero nearly on the rear surface. This again
increases with the Knudsen number significantly. On the top affows the features of the free-molecules regime.

the bottom surfaces, the trend of the distributions of net heat transfFigures 9, 10, and 11 provide the distributions, C;, and

fer coefficient is basically similar to that of the skin friction coef-Cn for different Mach numbers at kal. In Fig. 9, itis found that
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Fig. 9 Distribution of pressure coefficient C, along each sur- Fig. 11 Distribution of net heat transfer coefficient Cy, along

face of rectangular cylinder for various Mach numbers at Kn =1
(cases 4, 7, and 10)

each surface of rectangular cylinder for various Mach numbers
at Kn=1 (cases 4, 7, and 10)
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the magnitude ofC, is decreased by an increase in the Mach d = molecular diameter
number on the front surface, while it tends to increase with the,,, = total center-of-mass energy
Mach number of the rear one. Note that on the top and the bottonh = the height of rectangular cylinder
surfaces the value df, becomes negative for the subsonic flow k = Boltzmann constank=1.38062X 1072 JIK
at Ma=0.85. Significant difference i€, between the supersonic Kn = Knudsen number, Ka)/|
(Ma=5 and Ma=2) and the subsonic flowdla=0.85 is seen on | = the length of rectangular cylinder
each surface of the rectangular cylinder. m = molecular mass
Distributions of skin friction coefficienC; along the surfaces Ma = Mach number, Mau../c
are displayed in Fig. 10. On both the front and the rear surfacesp = number density
the distribution ofC; is not sensitive to the Mach number. How- P = pressure
ever, on the top and bottom surfaces, the valu€ o$ignificantly g = energy flux
increases as the Mach number is decreased, and the distribution Bf = gas constant
C; is uniform along the surface for each Mach number. s = speed ratios=cyp
Figure 11 shows the distributions of net heat transfer coefficientt = time
Cy,. The distributions ofC, for Ma=5 and Ma=2 are nearly T = overall temperature
identical, and the values are approximately 0.7 and 0 on the fronti = velocity component in the-direction
and the rear surfaces, respectively. Howew@y,for Ma=0.85  y = velocity component in thg-direction
displays an oscillatory feature, and the average magnitud®,of z ., = rotational collision number
for this subsonic flow is larger than those for the supersonic flowsy = angle of incidence

(Ma=5 and Ma=2) on all surfaces. B = reciprocal of the most probable molecular spegd,
. — (ZRT)—lIZ
Concluding Remarks bt = exchange restriction factor

The flow behavior of the rarefied gas over a rectangular cylin-? = specific heat ratioy=(s+5)/(s+3)
der at all Knudsen numbers is investigated. The solution method ~ number of internal degrees of freedom
based on the DSMC method has been developed. Effects of aft — Mmean free path
speed on the flow and thermal fields for wide ranges of parameteré ~ kinetic viscosity
are investigated. The Mach number is varied from 0.85-8, and thé& ~ collision rate, see E¢3)
Knudsen number ranges between 0.01 and 1.0. Cases consider@d™ density _
in this study cover the subsonic and the supersonic flow regime&r ~ total collision cross-section
Numerical predictions for some special cases have been comparefj = VISCOUS stress
with existing information for validation, and good agreement hago = mean collision time
been found. o = empirical coefficientw=0.77

For the supersonic flows, a normal shock wave is formed @®ubscripts
front of the rectangular cylinder only when the Knudsen number . inward or incident molecule
is sufficiently small. The shock wave is gradually smeared by an_ _
. . . r = reflected molecule
increase in the Knudsen number. It is noted that for the flow at :

. t = rotational mode
Kn=1, the shock wave is not observed even though the Ma B .
: T . b f = reference quantity

number is elevated to 8. This implies a great discrepancy in th " — translational mode
flow behavior between the continuous and the rarefied gas flows, _ ¢\ tace of rectangular cvlinder
Furthermore, when a continuous flow converts to molecular flow,’ _ o o 9 4
due to the increase in Knudsen number, the smearing of the shock
wave is accompanied by a reduction in the compression heating
effects in the_ stagnation zone. However, the results tend to C®PWaferences
firm the previous finding that the strength of the shock wave as~ . ) ) ) o
well as the compression heating are both significantly increaseé! Eggégbrﬁé’ Tlgiﬁs'm(ﬁ]eg’e‘g'rfg&i%pﬂ'e;pOgsfgf Simple Bodies in the
with the Mach number. But for the subsonic flow at #M&85, it 2] panlen, G. A, Macrossan, M. N., Brundin, C. L., and Harvey, J. K., 1984,
is found that no shock wave exists in the entire solution domain.  “Blunt Cones in Rarefied Hypersonic Flow: Experiments and Monte-Carlo

Results for the distribution Cﬁ:p, C;, andC,, along the sur- gimulls’:nions,_” P\r/ocl:eledingszggthzcs4é4th International Symposium on Rarefied

: : i ; as DynamicsVol. 1, pp. —240.

faces of the rectangular cylinder for Val’lOl_,IS Combmatlons of thj?] Cuda, V., Jr., and Moss, J. N., 1986, “Direct Simulation of Hypersonic Flows
Knudsen and the Mach numbers are provided. It is observed that™ oyer Blunt Slender Bodies,” AIAA paper no: 0146-3705.
when a flow approaches the molecular flow regime with a largef4] wetzel, w., and Oertel, Jr., H., 1990, “Monte Carlo Simulation of Hypersonic
Knudsen number, the distributions of these coefficients become  Flows Past Blunt Bodies,” J. Thermophys. Heat Transfeipp. 157-161.

uniform on each surface. This observation exactly agrees with th&®) Jain. A C., 1987, “Hypersonic Merged-Layer Flow on a Sphere,” J. Thermo-
phys. Heat Transfed, pp. 21-27.

behavior of the free-molecule flow. [6] Dogra, V. K., Moss, J. N., Wilmoth, R. G., and Price, J. M., 1994, “Hyper-
sonic Rarefied Flow Past Spheres Including Wake Structure,” J. Spacecr.
Rockets,31, pp. 713-718.
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Discharge Coefficients of Critical
rimces | Venturi Nozzles for CO, and SFg

e-mail: nakao@nrlm.go.jp

The discharge coefficients of critical Venturi nozzles were measured forab@®SF; on

the Reynolds number range fronxd.0® to 2 x10°. The results showed that the measured
discharge coefficients for both gases were about 2 percent larger than the theoretical
estimation based on the assumption of isentropic flow of a perfect gas and this large
deviation could not be reduced even by introducing real gas effects. The experimental
results also showed that the large deviation for £€buld be explained through the
assumption of a nonequilibrium flow at the throat. On the other hand, the reason of the
deviation observed for SFhas not been clear yet, but one possible explanation would be
the inadequate estimation of the boundary layer at the throat because the theory is based
on the laminar boundary layer of a perfect g4$0098-22020)02004-4

Masaki Takamoto
Group Leader
e-mail: takamoto@nrim.go.jp

Flow Measurement Section,
National Research Laboratory of Metrology,
1-4, Umezono-1, Tsukuba, Ibaraki, Japan

1 Introduction 2 Theoretical Estimation of the Discharge Coefficient

Many kinds of gases are used as process gases in semicon@fc@ Critical Venturi Nozzle
tor industries or as calibration gases for instruments used in envi-The discharge coefficient of a critical nozz@&,, is defined by
ronmental measurements and so on. Presently, a thermal type
mass flow controllefMFC) is mainly used to control and measure Ca=Qm/Qmtn @

gas flow rates in these fields. However, when a gas flow ratevﬁereQm is the actual mass flow rate a@}, is the theoretical

measured by a MFC, which is not calibrated by that gas, thgsss flow rate calculated from the throat condition and is written
output of the MFC must be corrected with a questionable corregg

tion factor. Thus, the reliability and accuracy of flow measure-

ments is questionable in such cases. Therefore, the development Qmih=AXp* Xc*, (2)
of a highly accurate flow measurement technique independentwal‘
the kind of gas is required.

National Research Laboratory of MetrologfdRLM) has de-
veloped the flow measurement technique using the critical Venturi R&n=QmunX D/(AX o) (3)
nozzles to transfer the standard of small mass flow rates of gases
(Nakao and Takamotfil]) to accreditation laboratories. IshibashiwhereD is the throat diameter andl, is the viscosity of gas at the
etal. [2] designed super-fine manufactured critical Ventuftagnation condition. The superscript™refers to the throat con-
nozzles, which have exactly the same shape as the nozzle used/§in- The throat condition is determined from the stagnation

the theoretical analyses of Gerof], and found that the mea- condition us_,i_ng the isentropic relation of a perfect gas. Thus, the
sured discharge coefficients of thes,e nozzles were Wittor03 throat condition can be calculated from the measurements of the

. L . upstream pressure and temperature of a critical nozzle.
percent of the theoretical estimation which was developed by ISh'PWhen thpe boundary Iayergt the throat is laminar, the discharge

bashi and Takamotp4] based on the analysis of Hdlb] and  ;qefficient can be generally described as folldt&0 9300[7]);
Geropp[3]. The theoretically determined discharge coefficient is
described by two parameters determined under the assumptions Cq=a—b/(Re,)"". 4)

that a core flow is isentropic and a perfect gas, which are a func- ) )
Hae two parameters in E¢4), “a” and * b”, can be determined

tion of the specific heat ratio and the nozzle shape. Thus, if a - . . '
%iﬂ?oretlcally on the assumption of a perfect gas isentropic flow.

ereA is the throat areap is the density of gas, andis the
sound speed. The theoretical Reynolds numbey,,R& given by

is close to the perfect gas state, the discharge coefficient of details of the th tical | d ibed in 54l
critical Venturi nozzle for that gas can be theoretically determine'e details of the theoretical analyses are described in [5a

. . and Geropgd3]. Therefore, only brief explanations of the results
using these two parameters. Nakao et[@]. measured the dis- .

- - - are given here.

charge coefficients of the critical Venturi nozzle for ten gases
including CQ and Sk. And the results showed that the measured 2.1 Determination of “a”. *“a” reflects the defect of the
discharge coefficients for the gases tested, except@@ Sk, mass flow rate through the nozzle due to the distortion of a veloc-
were within +0.6 percent of the theoretical estimation developedy profile at the throat, which is caused by the acceleration flow
by Ishibashi[4]. However, the results of COand Sk were 2 from the entrance region to the throat. Hall calc_ulated analytl-_
percent larger than the theoretical estimation. cally the velocity components near the throat using the expansions

. . : - in inverse powers of the radius of curvature of the nozzle wall at
This paper describes the results of t.h.e dlschargg coeff|C|en.ts ?%{]e throatg In his calculations, he assumed axially symmetric
C.OZ and Sk megsured for the four crltlc_al venturi nozzles Wlthirrotational flow and used the isentropic relations of a perfect gas.
different throat diameters, and the behaviors of the two paramet ﬁally “a” is written using the first three terms of the series

describing the discharge coefficient were investigated and the ﬂ%WIutioﬁ as follows
fields at the throat were discussed to explain the large deviations

found in these gases. a=1—(y+1)/K?>x[1/96— (8y+ 21)/(460&K)
+(754y%+1971y+2007)/(55296K?)— ...]  (5)

Contributed by the Fluids Engineering Division for publication in ticeJBNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division - . . . e
January 10, 2000; revised manuscript received August 17, 2000. Associate TechnWQere K._ RX2/D, D is the throat diameter angis the specific
Editor: P. Bearman. heat ratio of gas.
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nozzle name

throat diameter
(mm)

B1

2.360

83

1.185

Al

0.594

A3

0.295

ISO toroidal throat shape external shape of
nozzle

Fig. 1 Schematic diagram of the I1SO type toroidal throat Ven-

turi nozzle and their throat diameters

2.2 Determination of “b”. Another parameter influencing
the mass flow rate through a nozzle is the displacement thickn

1.00
o (o]
° a 0 x
0.98 og o @ X X x
- o ok AKX
X X% 0Co2
0.96 "‘»&x H
X% 0 SFé
Cy 094 |—y
X
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0.88
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Rey,

% 2 The variations of the discharge coefficients versus the

of a laminar boundary layer developing at the throat, which rénegretical Reynolds number ~ (X: from Nakao et al. [6])

duces the effective area of the throat. Ger¢ppand Tang and

Fenn[8] obtained analytically the exact solution of the Prandtl

boundary layer equation for axially symmetric flow with an apanq the fitted curve determined by the least square method from
propriate boundary condition, which gives a nozzle profile. Thape data in Fig. 3 was 0.05 percent forSHt should be noticed
also used the assumption of isentropic flow and a perfect g@sat the results for CQand SF are quite different from other

Finally, “b” is written as follows

b=4mx[(y+1)/2]Y2r=Dx (3,2—23+(y—1)/y3) (6)

where the nozzle shapm is defined by

m=[BI(K (y+1)) T4 [(y+1)/2] 7 D/@0-2)
As found from Eqs(5) and(6), the parameters,a” and “b,”

@)

gases.
The uncertainty of the discharge coefficient consists of the

components summarized in Table 1. The standard uncertainty of

the calibration facility, by which the discharge coefficient of the

critical nozzle is determined, depends on the flow rate and the

kind of gas, and the maximum values fop NCO,, and Sk on

the present flow rate range are listed in Table 1. The repeatability

are functions of the specific heat ratio and the nozzle shape. Tdfethe measurement, which is determined from the measurements
nozzles used in the present paper have a similar shap&asd of the upstream pressure and temperature of the nozzles, was
equal to 4 because the radius of curvature of the throat is twice0.043 percent under the present experimental conditions. Another
as shown in Fig. 1. Thus,a” and “ b" become functions of only important component is the uncertainty of the throat diameter,

the specific heat ratio, and consequently, the discharge coefficiamiich depends on the resolution of the measuring tool. The throat
of the critical Venturi nozzle can be theoretically determined ugtiameter of the critical nozzle was measured by the measuring

ing Eq.(5) and Eq.(6) with Eq. (7).

tool with the resolution of Jum. Therefore, the relative standard

3 Experimental Results

The discharge coefficient of the critical Venturi nozzle was de
termined by the gravimetric calibration facility of NRLINakao
and Takamotd1]). When the test gas was changed, the whol
facility was purged with the new test gas for two whole days. A
the vapor rate included in the bottled gases used here was |
than 0.01 percent, the vapor effect on the gas density was c,
glected. The critical nozzles used here are an ISO type toroic
throat Venturi nozzle as shown in Fig. 1. The radius of curvatui
at the throat is twiceD, and the diffuser with a half angle of 3
degrees is three time3 in length. The throat diameters of the
critical Venturi nozzles used here are listed in Fig. 1. The critici
nozzles were manufactured at the center of the disk by the n
chining technique and the throat diameter was measured alc
four different diameters by the profile projector with the resolu
tion of 1 um and the averaged value of the four measuremen.s
was used as the throat diameter.

The Reynolds number dependency of the discharge coeffici

of the critical nozzle from 30 kPa to 300 kPa. The results are
shown in Fig. 2, in which the symbol X" is the result of the

1.01
1.00 * N2
0.99 Jﬁ%ﬂ o Ar
0.98 002
5. 2

2'2(75 m CH4
0:95 o SF6
0.94 = o C2H2
0.93 ~I>~ o C2H6
0.92 o H2
0.91 I
0.90 oHe
0.89 I 2CO2
0.88

0004 0009 0014 0019 0024 0029

1/(Rey)"*

Fig. 3 The linear relation between the discharge coefficient

. . . the inverse of the square root of the theoretical Reynolds
was investigated for each gas by changing the upstream pressyi@per

gases in Nakao et a[6], that is, N,, Ar, He, H,, O,, CH,, Tablel The sourcesand magnitude of the uncertainties of the

C,H,, and GHg. It is found from this figure that the dischargeAl

sonic nozzle for gases

coefficients strongly depend on the kind of gas and the smaller thef

Reynolds number, the stronger the Reynolds number dependenc
of the discharge coefficient. The transverse axis of this figure is

Components of Cqg Value (%)
Nz SFg CO:
maximum uncertainty of calibration facility 0.02 0.004 0.01
{at 50kPa)

repeatability of calibration facility

0.043_{al_50kPa)

the theoretical Reynolds number defined in E3). The results in
Fig. 2 are plotted in Fig. 3 versus the square root of the inverse of

the theoretical Reynolds number. The symbot™ is also the

results of Nakao et a[6]. Figure 3 shows that the linear relation

of Eq. (4) can be applied to all gases tested. The maximum stan-

dard deviation of the residual between the experimental results

Cross sectional area of the throat 0.08 (B1 nozzle)
(=D?X 7/4) — (.68 (A3 nozzle)
thermophysical properties +0.03
standard deviation of the residuals between the | +0.03 +0.04 =0.02
experimental results and Eq.(4)
combined standard uncertainty 0.1 0.1 0.1
— 068 | — 068 | — 0.68
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Fig. 4 The variation of “ a” with specific heat ratio  (X: from

Nakao et al. [6]) Fig. 6 The discharge coefficients of the four nozzles for CO
versus the inverse of the square root of the theoretical Rey-
nolds number

45
4.0 x . . .
& L] charge coefficients for COand Sk were recal(?hl:rlll?md r|{ntr(]))ducmg
35 real gas effects according to Johnson’s met nsorj10]). By
//ox, doing this, the differences were decreased by about 0.5 percent.
3.0 *— co, The results were slightly improved, but this correction did not
b 25 bring any essential changes to the results. Therefore, the discharge
: coefficients of the four critical Venturi nozzles with different
20 throat diameters were measured for £éhd Sk to investigate
° sF, how the characteristics of their discharge coefficients were
1.5 changed by the nozzle size.
The discharge coefficients of the four critical Venturi nozzles
1.0 for CO, are shown in Fig. 6. The transverse axis is the square root
1 1.2 1.4 1.6 1.8 of the inverse of the theoretical Reynolds number and the solid
y line indicates the theoretical estimation. All of the experimental

results are on the same curve, which is slightly curved in the range
Fig. 5 The variation of “ b” with specific heat ratio  (x: from  Of large theoretical Reynolds numbers. Thus, the two parameters
Nakao et al. [6]) of the discharge coefficient,d” and * b” were determined for
each nozzle by the least square method. The variationofri’
CO, versus the throat diameter of a critical nozzle are shown in
Eig. 7. The figure indicates thate™ decreases toward the theo-
dsfical value as the throat diameter increases. This means that the

properties like a specific heat ratio were given by polynomid'ass flow defect in the core flow depends on the throat diameter

functions of the pressure and the temperature, which were deté€- the size of the flow field .
mined from the tables of JSME Data BogR]. The standard _ When a flow property such as pressure or temperature is
deviations of the curve fit residuals were less thzm03 percent changed, a gas redistributes its internal energy to a new flow

in each thermophysical property. Finally, the combined standafgndition exchanging the energy between translational, rotational,

uncertainties of the discharge coefficients of the nozzles were d Vibrational modes through the collisions between molecules.

percent for the largest nozzle and 0.68 percent for the smalldd@ nozzle flow, the gas temperature of the core flow quickly
nozzle as shown in Table 1. decreases toward the throat so that the gas is about to redistribute

The “a” and “b" values of Eq. (4) were derived from the the internal energy to a new flow condition. However, when the
i [_}:_)w passage is short and narrow like the present nozzle, the time

fitted curve for each gas in Fig. 3. The theoretical results calc X
lated from Eq.(5) and Eq.(6) are also indicated by the solid linesthat the flow passes through the passage is shorter than the relax-

in these figures. The variations ofa” versus the specific heat 2ion time of the energy mode, and thus the gas will be unable to

ratio are shown in Fig. 4, which includes the results of Nakao
et al. [6] (symbol “X"). The result for CQ deviates from the

uncertainties of the throat diameters were 0.04 percent for the
nozzle, and 0.34 percent for the A3 nozzle. The thermophysi

theoretical value by more than 2 percent, but that of BRvery 1.028 ,—‘—_thew
close to the theoretical estimation. The behavior bf ‘versus o B
the specific heat ratio is shown in Fig. 5. The results show that the 1018 °—rs
displacement thickness of a laminar boundary layer becomes thin-
ner as the specific heat ratio decreases, and the resultg0isSF 1.013 S
rather smaller than the theoretical value, but that of, @Cclose a
to the theoretical one. This suggests that the large deviations be- 1.008 °
tween the theoretical estimations and the experimental results for
CO, and Sk are caused by different reasons; the wrong estima- 1008
tions of the defect of the mass flow in the core flow in Cahd ’
the boundary layer thickness at the throat in; SF

0.998

0.00 0.50 1.00 1.50 2.00 2.50

4 Discharge Coefficients of CQ and Sk

As the theoretical analyses of Hgll] and Geropp3] are based
on the assumption of isentropic flow of a perfect gas, the difig. 7 The variation of * a” versus the throat diameter for CO

throat diameter(mm)
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Fig. 8 The comparison of the measured discharge coefficients throat di t
and the theoretical discharge coefficients with y=1.38 under a roat diameter(mm)

nonequilibrium flow condition for CO
a 2 Fig. 10 The variation of *“ a” versus the throat diameter for SF ¢

have enough collision number to relax that energy maasine

and Bernsteifi11]). As a result, that energy mode is considered to The discharge coefficients for G@vere recalculated from both
be unable completely to recover to the equilibrium conditionhe actual mass flow rates experimentally determined and the new
Generally, the relaxation time for vibrational mode is quite longgheoretical mass flow rates calculated with the specific heat ratio
than that for translational and rotational modes, and that of 0 of ,=1.38, the value between an equilibrium flow and a frozen
about 10° s at the present experimental conditi@mpson et al. flow. Next, the discharge coefficients for G@ere theoretically
[12]). And as the time that the flow passes through the presefétermined from Eq(5) and Eq.(6) with y=1.38, that is, the
nozzles is from 10°s to 10 ®s, it is the same order as the re-discharge coefficients for a fictitious perfect gas which has the
laxation time for vibrational mode of CO same viscosity and the same molecular weight as 0t the
Another important parameter to determine the flow conditiospecific heat ratio of 1.38. The specific heat ratio is actually not

equilibrium or nonequilibrium, is the characteristic temperature dfie same for the four nozzles because the level of nonequilibrium
vibrational mode,f, . The vibrational temperature which deter4s different in the different nozzles. However, the same value was
mines the vibrational motion is a function of the characteristiagsed for the four nozzles in the above calculations because there is
temperature of vibrational mode. In a nozzle flow, the gas teme way to determine the specific heat ratio of a nonequilibrium
perature decrease largely toward the throat, but the vibratiorilgw. Both results shown in Fig. 8 are in very good agreement.
temperature changes slightly in the case of the gases with the higiis suggests that the large deviation between the theoretical es-
characteristics temperature, for example i ,=3340K) timation based on Ed5) and Eq.(6) and the experimental results
(Leipmann and Roshkd.3]). On the other hand, in the gases withfor CO, is explained by assuming that the flow at the throat is
the low characteristics temperature, for example in,0®, nonequilibrium. This estimation that the flow is nonequilibrium at
=954 K: this is the lowest valug(Leipmann and Roshkpl3]), the throat is supported by the reasons that @&s the low char-
the vibrational temperature has a large increase. In this case, if Hugeristic temperature for vibrational mode and the time that the
relaxation time for vibrational mode is longer compared with thgas passes through the nozzle is the same order as the relaxation
time that the gas passes through a nozzle, the vibrational tempeiae of vibrational mode.
ture will be unable to recover to the value of the equilibrium The results of the discharge coefficients of the four critical Ven-
condition, that is, the flow will be in nonequilibrium. A gas undeturi nozzles for Sf are shown in Fig. 9. All experimental results
nonequilibrium condition must have a specific heat ratio betweenake the line gradually curved over the whole range and here the
an equilibrium flow and a frozen flow. In nonequilibrium flow, thesolid line indicates the theoretical estimation. The deviation be-
specific heat ratio is related to the internal freedom, and it bewveen the theoretical and the experimental results is larger than 2
comes larger in a nonequilibrium flow, in which the internal freepercent in the lower Reynolds number range. As in,Cte two
dom reduces. parameters of the discharge coefficient for each nozzle were de-

termined from the data of Fig. 9. The results af*‘are shown in

Fig. 10. In this figure, ‘@” seems to increase with increasing a

1.01 throat diameter, but the change o&"is very small, the order of
A the measurement uncertainty. Therefore, it is likely that s
1.00 a0 independent of the throat diameter and the mass flow defect in the
0.99 \ 8l a core flow for Sk must be estimated accurately by the theoretical
' ~ 7 o iati )
N ° 4 a_nalyses. From the _results that the standard _dewatlons of the re
0.98 0 sidual between the fitted curve and the experimental results were
Cd o A1 \\ . around 0.1 percent in the four nozzles, it is suggested that the
0.97 I o A3 linear relation of Eq(4) based on a laminar boundary layer cannot
096 |4 4 B1 \ be applied to S, _that is, Eq.(6) cannot be used to estimate the
o B3 boundary layer thickness at the throat forgSF
0.95 —theory ~
0.94 5 Discussion and Conclusion
0.000 0.004 0.008 0.012 0.016

The measured discharge coefficients for ,C&hd Sk were
about 2 percent larger than the theoretical estimation based on the

0.5
1/(Retn) assumption of isentropic perfect gas, although those of any other
Fig. 9 The discharge coefficients of the four nozzles for S,  9as tested were within 0.6 percent of the results theoretically es-
versus the inverse of the square root of the theoretical Rey- timated. The large deviations for G@nd Sk could not be ex-
nolds number plained even by introducing real gas effects.
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Therefore, the discharge coefficients of the four critical nozzldeferences
with different throat diameters were measured for,G@d Sk to [1] Nakao, S., and Takamoto, M., 1999, “Development of the Calibration Facility
investigate how the discharge coefficients are changed. The re- for Small Mass Flow rates of Gases and the Sonic Venturi Nozzle Transfer
sults for CQ showed that the narrower the flow field, the larger  Standard,” JSME, Series B2, pp. 667—673. _ -
the discharge coefficient deviates from the theoretical value. Thig2] Ishibashi, M., Takamoto, M., and Nakao, Y., 1994, “Precise Calibration of

; I Critical Nozzles of Various Shapes at the Reynolds Number of-Q.8
ts that the flow is nonequilibrium at the throat th
suggests that the flow is nonequilibrium at the throat because the X 10°,” FLOMEKO'94, Glasgow, Session 6.

gas cannp_t completely redistribute the mtem_al energy _tO a neVYa] Geropp, D., 1971, “Laminare Grenzschichten in ebenen und rotationssymm-
flow condition due to a short and narrow flow field. The discharge " etrischen Lavalduesen,” Deutsche Luft und Raumfahrt Forschungsbeéricht
coefficients theoretically recalculated with the specific heat ratio = Germany.

between an equilibrium flow and a frozen flow were in good [4] Ishibashi, M. and Takamoto, M., 1997, “Very Accurate Analytical Calculation
agreement with the experimental results. Yokogawa and Nishioka of the Dlscparge Cogfﬂments of Critical Venturi Nozzles with Laminar Bound-
14] carried out the numerical simulations of nonequilibrium [, &% @’ Proceedings of FLUCOME, Japan.

[ i . q [5] Hall, I. M., 1962, “Transonic Flow in Two Dimensional and Axially Symmet-
nozzle flow for CQ on the basis of N-S equation using TVD fic Nozzles,” Q. J. Mech. Appl. Math15, pp. 487-508.

scheme and showed that the results were within 0.5 percent of thi@] Nakao, S., Hirayama, T., Yokoi, Y., and Takamoto, M., 1997, “Effects of
experimental results for the four critical Venturi nozzles. And The.rmalphys.ical Proeerties of Gases on the Discharge Cloefficients of the
Johnson et al[15] confirmed numerically the influence of non- g‘;’r‘]‘;d\;em”” Nozzle,"Proc. 1997 ASME FED Summer Meetitgancouver,
equm_brlum_flow on the d|SCh"_i_rge_ coeff|0|ents_ fOIj E:@nd they [7] International Standard 1SO 9300, 1990, “Measurement of gas flow by means
also investigated the nonequilibrium effects in vibrational mode ~ of critical flow Venturi nozzles,” p. 8.

on the discharge coefficient by the experiments using mixtures of8] Tang, S. P., and Fenn, J. B., 1978, “Experimental Determination of the Dis-

CO, and water vapor. charge Coefficients for Critical Flow Through as Axisymmetric Nozzle,”
o ; AIAA J., 16, pp. 41-46.
Qn the Oth%r I;]and’ the. large IdeVIaltlor} bet\év_een thegheoretlca[b] JSME Data Book, 1986Thermophysical Propertie®dited by Japan Society
estimation and the experimental results found i 8fay be ex- of Mechanical Engineeréin Japanese
plained by the wrong estimation of the boundary layer thickness &to] Johnson, R. C., 1964, “Calculations of Real-Gas Effects in Flow Through
the throat, not by the mass flow defect in the core flow. Bd&k Critical-Flow Nozzles,” ASME J. Basic Eng., Series B§, Sept., pp. 519—

reported in his paper that the laminar boundary layer becomes1 525; R D. and B R B. 197Molecular Reaction D )
much thinner when the boundary layer develops on the strongly™ Levine; R- D., and Bemnstein, R. B., 197Molecular Reaction Dynamigs

. . . . . Oxford University Pres$1997: translated in Japangse
cooling wall in an acceleration flow. Meanwhile, a nozzle flow iS[1) simpson, C. J. S. M., Bridgman, K. B., and Chandler, T. R. D., 1968, “Shock-
accelerated from the entrance to the throat and the temperature Tube Study of Vibrational Relaxation in Carbon Dioxide,” J. Chem. PH4.,
drop in the boundary layer at the throat is considered to be fairly pp. 513-522. o
large as the gas temperature decreases largely toward the thro&d Liepmann, H. W., and Roshko, A, 1968jements of Gasdynamicg/iley,
However, as such a temperature drop in the boundary layer js, NeW YOrk (1983: translated in Japanése

. ! .p p . y lay £§4] Yokogawa, A., and Nishioka, M., 1999, “Numerical Studies on the Sonic
realized for other gases, it would be difficult to explain the result Nozzle for Mass Flow Calibration,” Ms. thesis, Univ. of Osaka-prefectiime
of SK; from the analogy the Back’s study. Further study about the  Jjapanese
boundary layer of SF maybe from the viewpoint of the heat [15] Johnson, A., Wright, J., Nakao, S., Merkle, C. L., and Moldover, M. R., 1999,
transfer. will be required And also the possibility of nonequilib- “The Effect of Vibrational Relaxation on the Discharge Coefficient of Critical
- L ' . A Flow Ventur,” Flow Meas. Instrum.11, pp. 315-327.
rium flow like in COZ may h_av_e to be discussed when Con_SIder_anI ] Back, L. H., 1970, “Acceleration and Cooling Effects in Laminar Boundary
the fact that the characteristics temperatures of some vibrational™ |ayers-Subsonic, Transonic, and Supersonic Speeds,” AIA®,Jpp. 794—

modes are comparable with that of €O 802.
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Numerical Simulation on the Flow
Structure Around the Injection
s.c.m.va | Nozzles for Pneumatic
= A Dimensional Control Systems

H. J. Poh

Graduate Student . . . . . . L .
A numerical simulation on the airflow exiting from a nozzle in a pneumatic dimensional

C. P. Tso control system has b_et_an cc_)nducted using _computatic_)nal fluid dynamics code FLUENT (V.
4.3), which solves finite-difference equations. The important changes occurring in the
velocity and pressure fields in the vicinity of the nozzle, as the air exiting from the nozzle
and impinging on a flat plate, are the prime objectives of the present studies. Simulation
studies were first focus on examining the flow characteristics of the system with the
conventional nozzle geometry design. Some comparisons with the experimental results
previously obtained by Crnojevic et al. (Crnojevic, C., Roy, G., Bettahar, A., and Florent,
P., “The Influence or the Regulator Diameter and Injection Nozzle Geometry on the Flow
Structure in Pneumatic Dimensional Control Systems,” ASME J. Fluids BA@,, pp.
609-615) were also made. Further simulation studies were conducted with particular
attention to a more efficient nozzle geometry. It was found that a divergent type of nozzle
design could effectively eliminate the flow separation regions within the nozzle head. By
allowing the divergent angle of the nozzle heag fo vary (from zero to about 25
degrees), a more extensive and sensitive measurement range can be achieved at a given
pressure regulator diameter to nozzle diameter raft®0098-220200)02404-4

Associate Professor

Thermal and Fluids Engineering Division,
School of Mechanical and Production
Engineering,

Nanyang Technological University,
Singapore 639798

Introduction m=pU,A,=pUzAz

Many industrial metrology applications employ pneumatic di- _ 2_
mensional control for various calibration and manufacturing pro- pUamr=pUs2mrs0 ®)
cesses. The principle behind the method is in fact relative§ubstitute Eq.(3) into Eq. (2), after simplifying, the following
simple. As shown in Fig. 1, air under a constant supplied pressunepression can be obtained.
(P, =constant) flows through two orifices, A and B, arranged )
coaxially and in series and separated by a large chamber. The P.—p +1 %
pressure rise in the chamber between the two orifices is a function 1T 5P 05
of their area ratigqWattebot[1]). If the areas of the two orifices 20
are fixed, and the exit of nozzle B is situated at a small distance —p.t % 4
(0) from a nearby flat plate positioned perpendicularly to the 3TP g @
nozzle axis, the chamber pressure is also a functioh ®hrough . .
detailed calibration, the magnitude of chamber pressure can $EcePs equals to the atmospheric condition, the gauge pressure
used to measure or contrél Depending on the supply pressure, i@t the chamber becomes
is possible to have any one of the following four flow regimes: U2
subsonic at both A and B, subsonic at A and sonic at B, sonic at Pigap = (5)
A and subsonic at B, or sonic at both A and B. 6

If the absolute pressure inside the chambé?,isind the size of From the above expression, the chamber gauge pressure varies
the chamber is much larger than the size of the exiting nozzle, thgersely with the square of the gap height. At sonic condition,
flow condition at the exit of the nozzle relative to the chamber caiympressibility effect would also have an important influence to
be approximated as the above correlation. Experimental@rnojevic et al[2]), it was
found that a region of linear relationship existed betwBepand
8, when the gap height approaches zero. This range of linearity is
rather narrow. For a typical dimensional control system, i.e.,
D/d=0.5 and 2 bax P, <3 bar, the linearity range is within 60
whereU,>U, . As the flow exiting from the nozzle enters the gagum<6<200 um. It is obvious that the effective range of the

1 2
P1=P,+5pU5 @

laterally, Eq.(1) can be written as system is to be increased at value lower thanu®® and higher
than 200um.
1 1 In typical pneumatic dimensional control applicatiding., 50
Pi=P>+ szgz Ps+ EpUé (2) wm<46<400um), as the air flows through the gap between nozzle

head and flat plate, flow separation occurs in several regions in the
vicinity of the nozzle head. This was marked by the annular de-
posit of oil and dirt on the flat plate surface as well as at regions
near the lips of the nozzle. It was also found that some restrictions

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; : :
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionto the air flow throth the ga(n?) appears over a perlod of time as

October 8, 1998; revised manuscript received August 3, 2000. Associate TechnRal€SUlt Of the deposits built-up. This may eventually lead to the
Editor: D. Telionis. wrong interpretation on the displacemeftat a given chamber

Consider the mass continuity between stations 2 and 3, i.e.,
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P Assumptions for the physical model used are:
al

_l * axis-symmetric flow(about the center axis at=0),
k » compressible and steady flow,
« turbulence is described by a two equatioz model,
« the wall is considered as adiabatic,
» upstream of the flow is assumed to have constant total gauge
P(3) M pressure of 2—3 bar and
» downstream of the flowexit of nozzle head, lateral surface
X parallel to external diameter nozzle hedy) is at atmospheric
2 pressure.
- @

B FLUENT (V4.3) is a two-part program consisting of a prepro-
~ ) cessor preBFC, and a main module. The preBFC was used to
ke | define geometry and a structured grid for our model. Subse-
§/ / quently, the grid information was transferred from preBFC to
FLUENT via a grid file (FLUENT User Manual4]). FLUENT
solves the governing partial differential equations for the conser-
vation of mass, momentum, energy and chemical species in a
Fig. 1 Schematic of the pneumatic dimensional control general form which can be written in Cartesian tensor notation as
system

)

T“ srrrrsrrrssrrrsrs  FlatPlate
1

J + i _ r : +S 6
Ht(p¢) X, (pui)= ax; | Yax, b (6)
pressure. Thus, the principal objective of the present study is\ffhere ¢ is the conserved quantity and terms are the convection
numerically visualize the flow field in the vicinity of the injection | Hs) diffusion, and source terms. The equations are reduced to
nozzle which reveals the distributions of velocities, pressure, afkkir finite difference analogs by integration over the computa-
any possible flow separation regions. _ . tional cells into which the domain is divided. A second-order
Due largely to the experimental difficulties associated with thgswind scheme is used for interpolation between grid points and
small size of the nozzle head, previous experimental investigg-calculate derivatives of the flow variables. The numerical solu-
tions onto this topic are raréRoy et al.[3] and Crnojevic et al. tions for velocities ¢,v), enthalpy(h) and pressuréP) were
[2]). Only some comparisons between the simulation results wiggyed using a semi-implicit iterative scheme.
the pressure measurements on the flat plate of Crnojevic iflal. * The truncation errors could be assessed by grid independence
can be made here. After establishing the detailed flow charactgists and comparison with experimental data. Four options of grid
istics of the system with the existing nozzle design. Further simyansity have been assessedirfiby 81(z), 61(r) by 151z), 81(r)
lation studies will then focus on obtaining the most optimumgy 193z7), and 101r) by 251z). No significant difference is dis-
nozzle design which would be able to avoid some of the adverggyered for the results between the grid density af)8ly 193z)

effects encountered in the existing design. and 101r) by 251(z). Therefore, the grid independent or grid con-
) ) ) vergent results had been established. In view of the cost effective
Physical System and Computational Analysis of computation run, the grid density of 81by 1937) is used for

The system considered here is similar to that of Crnojevic et &€ analysis of the computational model. _ _
[2]. As shown in Fig. 2, air flows from compressed air source T_he numerical solutlpns are valld_ate_d by comparisons with ex-
towards a chamber with internal diameter of 8 mm. The chamb@grimental results obtained by Crnojevic et[al. This is the only
inlet has a regulator of diametéD) 0.2 mm, 1 mm, or 2 mm
while the nozzle exit has an internal diametdy of 2 mm and
external diameterds) of 4 mm. There is a converging shape
before the end of nozzle exit, so that any unwanted recirculatior
at the corresponding region can be eliminated.

The air is assumed to obey ideal gas lgws (P+Py)/RT
where P, is the atmospheric pressure. The dynamic viscosit
(w) of air is 1.72x 10 ® kg/m.s.

ﬂE P, (Compressed Air)
5 mm T —t Chamber Inlet
* H
il
$mm
12 mm — Chamber
D:0.2,1 and 2 mm
Ds: 4 mm D
d: 2 mm s
& varying from Nozal Z
0 to 400 ozzie
r: inn(:m Hm 7__) 4 -:/ Head
5 L
> (distance from the plane of
symmetry) r
Fig. 2 Geometry of the pneumatic dimensional control system Fig. 3 Grid generated for the pneumatic dimensional control
and the coordinate system adopted in the present simulation system (81(r) by 193(z))
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set of measurements available for comparison in literature. Good !
agreement between simulated results and measurements are ok
tained and are shown in Figs. 5 andtBey will be elaborated

further latej. As a result of the above tests, the truncation errors 06
arise from the discretization of the governing equations are ex-
pected to be very small.

Figure 3 shows the grid distributiof81x193) that was being
applied in the numerical simulation. Grid density is higher at the §
region between the nozzle head and flat plate, as that is the region®
of interest. Constant pressure and enthalpy were applied at both : z
inlet and outlet boundary conditions. Zero velocity with no slip 02
conditions at solid wall boundary were used. For turbulent flow,
the standard wall function was applied at the solid wall boundary. -4

The Reynolds numbers of the flow investigated, based on the r (mm)
nozzle exit diameter and the volume flow rate ER®/7vd) at , ) ) . )
the nozzle exit plane was within the range of 140e<3000. Fig.5 Comparison between experiment and simulation on the
The range of the gap height investigated was ofutfi< <400 Wl static pressure distribution at - P,/=2 bar
pm. The range of the orifice diameter ratio wasD/d<0.1. All
the computations were run on a IBM PC with Pentium processor
platform and the converged solutions were obtained until the reecting to a pressure transducdrilled on a movable flat plate,

"o =200pm |
24— §=200pum
A §=400pm J

04 - 5=400pm

essure {bar)

0.2

sidual level reached 10 after 3000 iterations. the estimated positional accuracy should be within the range of
+0.1 mm.
) ) Figures 5 and 6 show good agreement between experiments and
Results and Discussion simulation for the supply pressure of 2 and 3 bars, respectively.

For each pressure distribution curve, an almost uniform region

appears from the center £0) to the entrance of the gap (

=1 mm). This is followed by a rapid decrease in static pressure
() Pressure Distribution on the Flat Plate.Initial studies from the entrance to about the middle section of the gap (

were performed by the simulation under different flow conditions 1.5 mm). The rapid decrease in pressure indicates a correspond-

and turbulence models. Figure 4 shows the comparison of prég acceleration of the velocities. The pressure recovers quickly

sure distribution obtained by simulation and experimenf®ack to atmospheric conditions as the flow reaches the end of the

(Crnojevic et al.[2]) along the flat plate a6=400 um andP,, gap. Thus, a low pressure regior P,y is found to exist at

=3 bar. If laminar incompressible flow model was being used iaround 1.2 mmr <2.2 mm for both values of. This low pres-

the simulation, no pressure drop at the stagnation gaint=0, Sure region, however, would disappear wheis less than 150

relative to the supply pressur®,) could be found as the gap #m (Fig. 7).

distanced increased from 100 to 40@m. On the other hand,

using incompressible flow assumption together with turbulen?ﬁ

k-& model, the expected trend of the pressure drop at the stagg

(a) General Features of the Flow With the Conventional
Nozzle Design

(i) Flow Separation Regions. Within the range of gap di-
ensions(10 um<5<400 um) and supplied pressure investi-
ted (1 bax P, <3 bar), three flow separation regions were
Enerally found in the vicinity of the nozzle, as shown in the
flematic sketch of Fig. 8. The first regi¢®l) appeared at the

ap ceiling, as may have been expected from the pressure distri-
{ion in Figs. 5 and 6. As the air exiting from the injection
HGzzle it the flat plate and changes its direction laterally, the flow

entering the gap and this in turn gave rise to higher-pressure I%&uld accelerate through the gap due to a reduction in the cross-

(from r=0.5mm to 1 mm at the corresponding region. : _ )
Using the compressible turbulence flow equations as the basslgctlonal area. The ared{=dm0) at the entrancée-€) of the

. ' S
simulations were further carried out by varying the distadce gap is vEry much smaller than t_he nozzle E).('t a(r_,eg— md?/4,
from 5 um to 400um and theP,, from 1-3 bar. More compari- whered=2 mm). As the change in the flow direction was rather
sons of wall static pressure distribution on the flat plate can th%@p'd near the entrance of the gap, the flow was not able to follow
be made between the simulated resuilts and the experimental &, CONtour of the gap closely and hence gave rise to the flow
sults of Crnojevic et al[2]. As the wall pressure distribution in ScParation at the gap ceiling).

the experiments was determined by a 0.2 mm diamete(caip-

tion point asé increased could be captured correctly. Howeve
the best agreement with measurements was obtained when
compressible flow assumption together with turbulekegemodel

was applied. It appears that the incompressible flow assumpti
had overestimated the magnitude of the flow acceleration bef

2
3 b
d ‘ O EXPERIMENTS 1.5 ¢ e
25 e
| —&-k-e COMPRESSIBLE AT3= 400nm o §=200pm |
b N -2 §-200pm
‘5 2 . —= k-8 INCOMPRESSIBLE AT8= 400um l_g’ 1 @ 5=400}1m
£ s C. LAMINAR INCOMPRESSIBLE ATS =400Hm g = &=400pm
[
ﬁ . -—QLAMINAR INCOMPRESSIBLE ATS =100um g 0.5 RSOy, W
@ o
o N
05k
q 0 ]
. T~
0.5 T N T S R === = =
0.5 -05
r (mm) r (mm)
Fig. 4 Comparison between experiment and simulation using Fig. 6 Comparison between experiment and simulation on the
different flow models wall static pressure distribution at P,=3 bar
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Pressure (bar)

r (mm)

Fig. 7 Pressure distribution on the flat plate at
at different &

P,=3 bar and

The magnitude of the velocities along the centerline of the gap,
as shown in Fig. 9, shows further that the flow accelerated even
before entering the gap. A maximum increase of more than six
times for the velocities appeared within the range of 1.25mm
<r<1.35mm, depending on the gap height. The location where
this maximum velocity appeared is known as critical section and
is denoted by the radial coordinaté (e.g.,r*=1.25mm for

= 2 (329) ms™

“ b (300)

= ¢ (200)

= d(100)

- e(50)

Critical
section

L'

" a(410) ms"
“ b (300)

. ¢(200)
- d(100)

- ¢ (50)

Critical
section

6=400 um) and the corresponding effective gap height is denoted A
as &°. After the critical section, as the distancecontinues to

increase, the velocity would decrease correspondingly. Due to the
presence of the flow separation regi@1), the flow did not oc- Fig. 10

cupy the entire area between the top and bottom surfaces of the
gap. Hence, in order to maintain mass continuity through the gap,
flow acceleration must appear underneath the separation bubble.

®

Critical section for  (a) =100 um and (b) 400 um

The velocity variation along thé/2 plane in Fig. 9 clearly shows found to accelerate even after reaching the critical section and it
that the flow through the gap resembled closely to the convergettius exhibited supersonic flow characteristic, until it encountered

divergent compressible nozzle flow characteristic wi#rl00
pum. The flow accelerates until the criticdminimum cross-

atmospheric pressure at section’s-s
Within the range ofé investigated here, no shock wave was

sectional area at*) section. The air velocity at the critical sectionfound. It should also be noted that the locations of the maximum
achieves a maximum value corresponding to the local speedwelocity within the gap shifted towards the exit of the gapdas

sound. From Fig. 9 and for the case & 100 um, the flow was

Nozzle Head

: | )
s T

€ B

//IIII/IIIII///IIIII//////IIIIIIIItIIIIIIIIIIIIII/II
i

=1mm =2mm

Fig. 8 Schematic of the streamlines between nozzle frontal
area and flat plate

400
350 a a

300

[
2 o
s 3

Velocity(m/s)
3

0 05 1 1.8 2 25 3

r(mm)

Fig. 9 Velocity along the &2 plane
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approached zero. As the distant® increases furthe>220
um), the maximum velocity region moves upstream into the
chamber because its cross-sectional area becomes the same as the
minimal area section i.eA* = D?m/4<r* 76* . Figure 10 shows
clearly the critical section* was inside the gap whef=100 um,
and it shifts upstream to the inlet chamber wh&increased to
400 wm. Under this situation, the flow is subsonic after orifice A
(c.f. Fig. 1. Hence, § would no longer vary linearly with the
chamber pressurée.f. Eq. (1) when the variation of the density
became negligible Thus, the results shown in Fig. 10 confirm the
speculations of Crnojevic et dI2].

At the exit section of the gap at aroumd=2 mm, a sudden
expansion in cross-sectional area was encountered where atmo-
spheric pressure conditions exist. Since the airflow cannot follow
closely to the sudden sharp change of the nozzle contour, a sepa-
ration bubble was formed on the flat pld®2) (c.f. Fig. 8. The
circulation bubble on the flat plat€S2) is relatively small and
would quickly disappear whe# is greater than 40@m.

(i) Measurement Range and SensitivityThe volume flow
rate through the gap was obtained and compared with experimen-
tal results. The measurement accuracy for volume flow rate was
estimated to be:5 percent, as shown by the error bar in Fig. 11.
There are good agreements between the simulation and the experi-
mental results. Two distinct regions can be observed from the
graph. From 0 to about 22Am, the volume flow-rate increases
almost linearly with the distancé. Sonic flow occurs in region
between the nozzle and flat plate. Beyo#d220 um, the flows
would be chokedc.f. Fig. 9, sonic flow occurs in the chamber
inlet and the flow-rate could not increase any further, even by
increasing the gap heiglét This is outside the pneumatic control
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Fig. 11 Comparison between experiment and simulation for Fig. 14 Wall pressure distribution on the flat plate at different
the volume flow rate as a function of & for D/d=0.5 and P,  supply pressure for 6=200 um and D/d=0.5
=3 bar

range. However, by increasing tH2/d ratio, it is possible to ) ) ]
increase the effective range of the system. For example, compiréaused by an oblique shock wave created at the exit section near
the cases fob/d=1.0 and 0.1 in Fig. 12. the flat plate. This flow phenomenon, however, did not affect the
The simulation results on the variation in stagnation point pregperating range of the pneumatic system. o _
sure on the flat plate as a function of the distadider different  As pointed out in the preceding paragraph, it is possible to
D/d ratio is shown in Fig. 13. There are three distinct regions fdhcrease the effective range of the system by increasin@tlde
D/d=0.5. Zone 1(60 um< §<220 um) corresponds to the linear ratio. However, as shown clearly in Fig. 13, the sensitivity would
pressure drop region, with a pressure gradient of 0.0109uivar/ be reduced significantly if the ratib/d became too high. For
This value is an important parameter to define the pneumatic s&ample, for the case db/d=1.0, the operating range can be
sitivity (s=ap/ad) of the setup. As for zoné220 um< <330 increased but the sensitivity was reduced by about almost 100
wm), the pressure curve is also relatively lin¢@i00385 bajm) —Ppercent when comparing to case Bfd=0.5. It appears that a
but is not as sensitive as zone 1. compromise between the two factors is required for a particular
It is interesting to note that there was a pressure discontinuftgnge of application.
exists outside the pneumatic dimensional control range at zone
(6~330 um). It is in the form of sharp increase, occurring over; . : :
very short distanc€0<5<5 um). The existence of this “jump” ilkely that the existence of the circulation bubb(&i and S2can

was first noted by Markows5] and subsequently, Crnojevic et al cause the accumulation of oil and dirt. If they are being unat-
[2]. The present numerical studies prove further that the “j fended over a period of time, they will eventually affect the accu-

Jumpracy of the gap measurements. Therefore, they should be avoided
in a good nozzle design for dimensional control applications. Fur-
thermore, the pressure drop from the supply pressure to the stag-

100 nation point should also be maximizéds & increasefl so as to

increase the sensitivity of the systdmf. Fig. 13. Based on the

preceding analysis on the conventional nozzle design, the three
important factors affecting the efficiency of the control system are

%b) Flow Features for the New Nozzle Design. It is very

—D/d=0.1
70 b _py-0s
—L—Dpu=1

(i) the supply pressure
(ii) the injection nozzle geometry, and
b (iii) D/d ratio

Volume Flow Rate (l/min)

Wall pressure distribution shown in Fig. 14 are for the cases of
6=200 um with P,;=1, 2 and 3 bar, respectively. It can be seen
from the figure that there is a small region of negative pressure
from r=2 to 2.5 mm. This corresponds to the small recirculation
region of S2 in Fig. 8Although it will disappear wherns>400
um, it is outside the range of the pneumatic control sysiéhe

° 50 100 150 200 250 300 350 400
5(pm)

Fig. 12 Volume-flow rate as a function of  &for different ratio of

DId with P,=3 bar recovery of the pressure from negative to atmospheric condition
provided an adverse pressure gradient against the flow close to the
8 wall causing it to separat@t region S2 In addition, at a fixed

value of §, the variation of the supply pressure had little effects on
this region of negative pressure.

Injection nozzle geometry, by contrast, may have greater influ-
ence on the flow development and wall pressure distribution. As
Pressure shown in the preceding sections, the separated flow regions
discontinuity around the vicinity of the nozzle head were essentially caused by
sudden change of the flow direction as the air exiting from the
nozzle. The situation may be rectified through the modification on

: the nozzle head geometry, for example, a bevelled nozzle. Based
¢ ™ 20 a0 m o on this proposition, several different types of nozzle head had
been designed and analyzed numerically in order to match the
requirements for the above mentioned good nozzle design. The
Fig. 13 Stagnation pressure as a function of & for different ~ Shapes and names of the nozzle heads are tabulated in Fig. 15.
ratio of D/d with P,=3 bar They can basically be divided into two categories, i.e., the con-

Linearity zone

Pressure {bar)

8 (um)
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NOZZLE HEAD

DESCRIPTION

(a)
Name: NS
Standard nozzle

(b)

Name: N1

Bevelled edge nozzle (45% with
small frontal area

©

Name N2

Bevelled edge nozzle (45%) without
any frontal area

@

Name: INV N1

Divergent shaped outlet (45% with
small frontal area

©

Name: INV N2

Divergent shaped outlet (450)
without any frontal area

SEESSE

®

Name: TIP

Divergent shaped outlet and
bevelled edge nozzle (450) without
any frontal area

Fig. 15 Schematic of different nozzle designs

vergent nozzle typéb and ¢ and the divergent nozzle typd, e,

—a—
——INV N1

Pressure (bar)

-0.4
r (mm)

Fig. 17 Wall pressure distribution for divergent type of nozzle
inlet at 6=200 um, D/d=0.5 and P,=3 bar

appeared to be the effects of the large divergent angle. For the
vectors distribution in case INV N2, the converging shape of the
nozzle accelerated the flow such that it exited from the nozzle in a
direction almost parallel to the wall. Although the recirculation at
the vertical lip of the nozzle head cannot be eliminated com-
pletely, the built-up of the oil and dirt deposit at the corresponding
region should not have any significant effects to the effective op-
eration of the system.

It should be noted that the pressure drop at the stagnation point
on the flat plate for the divergent tyNV N2) is far greater than
that of the convergent typeN2). As it will be shown later, the
former will be more effective in enhancing the sensitivity of the
system.

(i) Measurement Range and SensitivityThe angle of diver-
gence(a) in Fig. 20 is a key factor to the effective application of
the divergent shaped nozz{@\NV N1, INVN2, and TIP. The
sensitivity curves for the cases of NS and N2 are shown in Fig.

and . The conventional nozzle design is denoted as the NS tygé. The N2 nozzle basically has the same sensitivity range as the

in Fig. 15.

conventional design.
On the other hand, for the INV N2 nozzle, more sensitive re-

(i) Pressure and Ve_Iocity Di.stributior_l in the Vicinity of thesponse can be found by varyiag as shown in Fig. 22. However,
Nozzle Heads. Comparing the first thre€.e., convergent type e |inearity range is relatively shorter than that of the conven-

nozzle head designst P,;=3 bar and5=200 um), i.e., NS, N1

tional design. The N§a=0) has a linear range from 6am to

and N2, N2 nozzle head is able to eliminate the low-pressukgq 200um. Whena increased to 5 deg, the sensitivitradi-
region on the flat plate, see Fig. 16. As the design changes froa@ of the curviwill be improved by 50 percent, but the linearity

converging shapé.e., N1 and N2to a diverging shapdNV N1,

range would be reduced and shifted to the lower @rmm 10 um

IN\/_ N2, and TIP of nozzle inlet in Fig_. 17, the pressure distri-q 110 um). For =225 and 45 deg, better sensitivity can be
bution along the flat plate for INV N2 is always greater than thgptained, but the linearity zone will be reduced further from 10

atmospheric pressure. By examining carefully the best nozzle

qﬁh to 80 um. Based on the results obtain from Fig. 22, it may be

sign from both groups, i.e., the N2 and INV N2, respectively, igyisable to have nozzle head design of variable divergent angle

Fig. 18, certain important observation can be summarized belogy that a wider range of measurements with acceptable sensitivity
First, both types of nozzle design can minimize the low pressutgn pe obtained.

region. Second, it was noted that the vectors in the vicinity of the Figure 23 shows the sensitivity curve at differ@d ratio. As
gap for the N2 casé€Fig. 19 were not parallel to the wall and already shown in Fig. 14 that @/d=1.0 andP, =3 bar, the

Pressure (bar)
e o o o
5 8 & &

o

&
o

Fig. 16 Wall pressure distribution for convergent type of

A NS
——nNi1
£ N2 |

0.5

r (mm)

nozzle inlet at =200 um, D/d=0.5 and P,=3 bar
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e
=
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b e
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Fig. 18 Wall pressure distribution for N2 and INV N2 nozzle at
6=200 um, D/d=0.5 and P,=3 bar
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Fig. 19 Velocity vector for N2 and INV N2 nozzle, with  P,=3 bar, D/d=0.5 and =200 um

operating range is from 10@m to 400um, but the sensitivity is shown the INV N2 nozzle design would be useful for increasing
rather low (0.00016 bagm). Hence, an alternate solution is tothe operation range at both the lower and higher ends, in conjunc-
increase the angle, so that a more extensive and sensitive medion with the value ofD/d ratio.

surement can be obtained. From Fig. 23, using the INV N2 noz .
at =5 deg can effectively increase the sensitivity to 0.0002 oncluding Remarks

barjum, while for «=22.5 deg, the sensitivity can be increased The numerical simulation results presented in the present paper
further to 0.003 bag/m (a increase of 10 foldand it is still able on the studies of the flow in a pneumatic dimensional control
to maintain the range of linearity. Thus, the simulated resulsystem lead to the following conclusions:
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Pressure {(bar)

o =0Degres |
b D=1, a=5Degee |
£ pd=1, o =225Degree
.. pig=05, o=0Degree
—£ Di=05. =5 Degree
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Fig. 23 Variation of stagnation pressure for nozzle at different

Fig. 20 Angle variation for INV N2 nozzle @and D/d ratio for Pz =3 bar

sensitivity range of the nozzle can also be improved. For example,

atP, =3 bar andd/d=0.5, the operating range becomes from 10

25 2 um to 80 um at sensitivity 0.02 bapm while that for the con-

b ventional design is 6um to 220 um at much lower sensitivity

2 Ay 0.01 barkkm. Hence, a controllable divergent angled nozzle thus

offer the advantages of a larger dynamic measurement range.
(v) Furthermore, the divergent shaped nozzle head can also

improve the operating range for the case of labyel ratio. For

! example, atP,, =3 bar andD/d=1, the operating range is be-

tween 100 to 40Qum but with very low sensitivity. Incorporating

the divergent shaped nozzle can improve the sensitivity by 50

percent at the same operating conditions.

Pressure (bar)

0 50 100 150 200 250 300 350 400

& (pm) Nomenclature

Fig. 21 Variation of stagnation pressure for nozzle NS and N2 A = area .
with D/d=0.5 and P,=3 bar A* = minimal cross-section area

Pa = supply gauge pressure
P = static gauge pressure
Pam = atmospheric pressure
distance separating nozzle and flat plate
effective gap height at the critical position
injection nozzle inner diameter
regulator diameter
nozzle external diameter
= radial coordinate
position of critical section
density
angle variation for INV N2 nozzle
mass flow rate
Reynolds number
volume flow rate
= dynamic viscosity

3 e

0 Degree
——5 Degree
—£ 22 5 Degree

d

¢ 45 Degree

Pressure {(bar)

05

¢ 50 100 150 200 250 300 350 400
3 (pm)

§<r;|?3$2b—:"—1wooo_%@,
Il

Fig. 22 Variation of stagnation pressure at various a for INV  Subscripts
N2 nozzle with D/d=0.5 and P,=3 bar 1 = upstream

2 = downstream

(i) Flows in the vicinity of a nozzle head in a pneumatic diSuperscripts
mensional control system is best modeled by usiigsturbu- * — value at the critical cross-sectional area
lence model together with the compressible flow equations.
(i) Two flow separation regions were found in the converReferences
t!onal nozzle deSIQ.n within the range of the flow CO{]dItIOhS mves_r%] Wattebot, L., 1937, “Principles of the Pneumatic Amplification,” J. MeGh.
tigated here. The first one appeared at the gap ceiling. The second rrench, pp. 70-72.
appeared on the flat plate just outside the nozzle head. They will2] Crnojevic, C., Roy, G., Bettahar, A., and Florent, P., 1997, “The Influence of
have significant effects on the long term performance of the sys- the Regulator Diameter and Injection Nozzle Geometry on the Flow Structure

tem. due to possible oil and dirt built-up over a period of time in Pneumatic Dimensional Control Systems,” ASME J. Fluids E&d9 pp.
) ) 09-615.

(i) By Va.rying the convergent shaped nozzlg head at variougs] Roy, G., Crnojevic, C., Bettahar, A., Florent, P., and Vo-Ngoc, D., 1994,
angles, N2 is able to eliminate the two separation regions men- “Influence of Nozzle Geometry in Radial Flow ApplicationsProc. Interna-

tioned in (ii) but the Sensitivity range of the system cannot be tional Conference on Fluid and Thermal Energy Conversignl. 1, Bali,
Indonesia, pp. 363—368.

improved. ; .
. . . [4] FLUENT, User’'s ManualVersion 4.3, Fluent Inc, 1991-1993.
(iv) The divergent shaped nozzle head, INV N2, is able t0[s] markow, B. N., 1971, “Pneumatic Dimensional System with the Measuring
eliminate the first two separation regions mentionedijnand the Nozzle,” Feineratetechnikin German, 20, Jg.Helt 4, pp. 160—161.
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Turbulent Transient Gas Injections

P. Quellette

Westport Research Inc.,

1691 West 36th Avence, Compressible transient turbulent gaseous jets are formed when natural gas is injected
Vancouver British Columbia directly into a diesel engine. Multi-dimensional simulations are used to analyze the pen-
YCanada V6N 2P§ etration, mixing, and combustion of such gaseous fuel jets. The capability of multi-

' dimensional numerical simulations, based on the tisrbulence model, to reproduce the
P. G. Hill experimentally verified penetration rate of free transient jets is evaluated. The model is

found to reproduce the penetration rate dependencies on momentum, time, and density,

Department of Mechanical Engineering, . - . o .
P ‘ g but is more accurate when one of the: lcoefficients is modified. The paper discusses

University of British Columbia,

9394 Main Mall other factors affecting the accuracy of the calculations, in particular, the mesh density
Vancouver British Columbia’ and underexpanded injection conditions. Simulations are then used to determine the im-
’ Canada V6T 124' pact of chamber turbulence, injection duration, and wall contact on transient jet penetra-

tion. The model also shows that gaseous jets and evaporating diesel sprays with small
droplet size mix at much the same rate when injected with equivalent momentum injection
rate. [S0098-220200)02304-X

e-mail: hill@mech.ubc.ca

Introduction linear dependency on the square root of time. These jets are there-
. - . fore of the transient type rather than of the puff jet type, which
The prospect of reducing emissions from heavy-duty diesel en- o
gines, while retaining their inherently high fuel economy, drive Zyo?)s:g:t/ep;y\éet; ?\Z%eg%ezgdgnngﬁgraor}dtkguﬁqlfttneit[jgé of 5
continuing research on direct injection of natural gas in dies>< 10°. and are iherefore full))l/turbulent The jets are alio typically
engines(Hodgns et al{1], Nylund [2], Willi and Richards|3], dinderexpanded, that is the pressure at the exit of the nozzle is

Meyers et al[4]). When a gaseous fuel is directly injected in ter than the chamb d th loCity i .
diesel engine, it forms transient turbulent jets that are typical@fea er than the chamber pressure, and the gas velocity 1S sonic.

underexpanded. Under free conditions, the penetration of th RizK [9] measured the penetration rate of incompressible jets.
jets obeys a linear dependency with the square root of time, aip_Photographs reveal that the jets reach a self-similarity ex-

scales with the 1/4 power of the ratio of momentum injection ra essed_by a constant ratio OT the jet maximum widlh to jet

to chamber density. This dependency is described in Hill arPnfnet"if'on lengthz). This ratio is found to reach a value/z,
Ouellette[5] and is briefly reviewed in the following. In engines,.o 0.25+0.05. T.h's observation IS corroborated by the_ compress-
however, the jets are submitted to various conditions that m JE. df%‘a of Mlyake et al. In '.'“” anq Ol.Je"ettES]’ this self-
affect these experimentally observed characteristics. For exam&gmlarlty _observatlon is used in conjunction with a momentum
the jets are of finite injection duration, they propagate in Chamb‘gghservatlon argument to establish that the penetration of jets can

where turbulence levels and swirl may be significant, they may & expressed by

in contact with either the top or piston wall, and finally, but not z,
least, they at some point ignite and burn. In an effort to understand 4172 = 1)
the injection and combustion of directly injected gaseous fuel in (Mn/pa)

diesel engines and to help establish the optimum injection char

S€ S a . > e . Wherez, is the jet penetratioryl , is the momentum injection rate
teristics, multi-dimensional numerical simulation was undertak

: . i simuiatl €8t the nozzlep, is the density in the chamberijs the time from
The ultimate purpose of the simulation is to include all phenompq beginning of injection, anfl a constant whose value is 3.0
ena, including piston motion, swirl and combustion. This paper, 4 1 for turbulent jets issued from round nozzles. To derive Eq.
however, concentrates on transient turbulent gas injection iNtq g the mass entrainment rate correlation of Ricou and Spalding
large chamber with no bulk fluid motion. [10] was used. The jet penetration measurements of Rzk

_The first objective of this paper is to show that multiyyie [11], Miyake et al., Chepakovich, and Ouellette all have a
dimensional numerical simulations of transient jets using the ks

. . Slope in agreement with B value of 3.0:0.1 when scaled with
turbulent model and performed over grids typical of those used {fs apove ratio of momentum injection rate to chamber density.

engine simulations today are compatible with experimentally COjto gata of Miyake et al. for 2 different nozzle diameters are

firmed relationships. A second objective is to establish, using the.qented as an example in Fig. 1. As the above-cited experimen-
numerical model, the effects of finite injection duration, engin

busti hamb bul level q " | data cover incompressible and compressible jets, including un-
combustion chamber turbulence levels and wall contact on tjg exnanded, sonic and subsonic ones, the above expression has a

penetration rate of the jet. A third objective is to relate the peqgqe range of applicability. The expression is valid for distances
etration and mixing of gaseous jets ?“.d th_at of evaporating SPTdater than about 20 nozzle diameters, for free(jaeswall con-
of small droplet size. The mesh and injection boundary conditio ch, for jet Reynolds number greater tharx 30" and for times

fﬁr l;ndereﬁpgnded Jets pre?lent particular challenges, which Worter than the injection duration. The expression states that the
the focus of discussions in the paper. penetration is not directly dependent on the injection pressure,
. . velocity or nozzle diameter, but strictly on the momentum injec-

Experimental Knowledge of Transient Jets tion rate. Equatior{1) can be transformed directly to the follow-
Miyake et al[6], Chepakovichi7], and Ouellett¢8] have mea- ing form, which is often citedfor example, in Abraham et al.
sured the penetration rates of gaseous jets under conditions sinfilad]), showing the similarity length and time scales employed:

to those prevailing in direct injection engines. These experimental 1/4(tU )1/2
n

observations showed that the penetration of the fuel jets obeys a dz_‘: (g o )
eq eq

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; ; ; 1/2 i
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionWhere the equivalent dlametdgq is equal tody(pn/pa)**.dy is

July 13, 1999; revised manuscript received July 18, 2000. Associate Technical E41E UO_ZZIe diameter, ang} andU, are the density and velocity of
tor: D. Telionis. the injected gas at the nozzle.
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0.25 - Changing the coefficients in the modeled transport equation for
the turbulent kinetic energy dissipatienis reported to improve
the situation, though this means giving up the idea that the estab-
lished coefficients are universals. Pdid] reported an improve-
ment of the steady-state prediction by changihg from 1.44 to
1.6. Gaillard adjusted the model coefficients to better reproduce
the mass entrainment rate in steady-state jets. Using the optimized
coefficients(Co; = 1.52 instead of 1.44, an@,=1.89 instead of
1.92 in the ¢ equation, the spreading rate of simulated steady-
state jetsrq,/z, was reported to be 0.08. Despite the improve-
ment, the penetration constdnof the jets modeled by Gaillard is
about 2.5, which is lower than the expected value of 3.0. Mesh
= density effects may be the cause of this low value.
0. Te Abraham[18] and Abraham et a[12] noted that the equivalent
o & dn=1.62 mm diameter as used in E¢p) is a valid length scale for the scaling of
0 : : : = calculated transient jets that differ in density from the surrounding
0 0.02 0.04 0.06 0.08 0.1 fluid. They also reported the square-root dependency on time.
12 Abraham([18] used the standard &<turbulent model to calculate
t the mass entrainment rate in transient jets. The calculations in-
: i : i cluded jets of different densities but did not discuss underex-
Fig. 1 Nondimensional penetration rate of turbulent methane .
jets issued from round nozzles of 2 different diameters. U n panded jets. . .
=409 m/s, p,/p,=3.2. Data from Miyake et al. [6]. Both axis Johnson et a[.19] modeled hydrogen jets and found that the jet
have units in  [s¥2]. penetration was severely under-predicted when computed over a
three-dimensional cylindrical mesh. They attributed the discrep-
ancy to increasing mesh coarseness in the radial direction. This
) ) ) ) ) coarseness induces unrealistic turbulent length scales, resulting in
The above relationships provide a simple understanding of the, |arge diffusion. They proposed a solution by limiting the mag-
influence of many engine operating parameters on the penetratigfide of the turbulent length scales within the cone of the jet.
of gaseous jets. For examples, the effect on penetration of chagnough the approach gives good results, it may be equally dif-
ber pressure and temperature, of injection pressure and of nozgl@t to implement in an engine situation, where the jet location is
diameter can all be understood with Ed). affected by piston motion, wall effect and swirl.

%

slope of 3.0
02 |

©
o
o

zt/(Mnlpa)"™

0.05 -+

Modeling of Transient Jets The Numerical Model

Kuo and Braccd13] modeled transient incompressible jets us- The KIVA-Il code (Amsden et al[20]), developed for engine-

ing a finite difference solution to the equations of motion includ:- h e - A
ing the ke turbulence model. Their results compared well wit ased_ .”.‘Ode"“gv was moqmec_j to include gaseous jet injection
experimental data, but comparison was presented only for t %pabllmes and was used in this study. .KlVA'” c_nffe_rs a solutlo_n

’ g gas phase flows and for the propagation of a liquid evaporating

early stages of the jet development. Their results pertained ray(liquid phase within a chamber. Th h flow mod
incompressible turbulent jets with Reynolds number betwe&pay 1quid phas a chamber. 1he gas phase 1o od-
eling is a finite-volume solution to the unsteady equations of mo-

8650 and 135,100. They provided a correlation similar to 5. n for compressible turbulent chemically reactive flows in two-

but included a Reynolds number dependency, as the lower RE three-di . An arbit ber of : b .
nolds number jets were not fully turbulent. Assuming a Reynol ree-dimensions. An arbitrary number Of SPECIES can be Speci-
ied, and are treated as ideal gases. The equations are Navier-

e e o o, R SIDKeS cquaton fo & miXure f gases. The odelused
o P ' ’ Is work is the standard orfeaunder and Spalding, as referred to

nolds number dependency, which should disappear at Reyn iR ~Amsden et a), corrected only for compression effects. The
number greater than>310%.

. - . . guations are not modified, and a complete description can be
Gaillard[14] used a similar model to predict the penetration Ofc%und in Amsden et al.

transient turbulent jets. Gaillard noted the known inadequacy o
the ke model in reproducing the spreading rate of steady-statelnjection Boundary Conditions. There are a number of pos-
jets issued from round nozzles and proposed different coefficiesible strategies for representing specific experimental conditions.
for the turbulent kinetic energy dissipation equation. One is to include the details of the nozzle flow in the computa-
As noted by Gaillard, it is well known that for steady-statdions. This is the method followed by Zhang et E21]. In en-
round jets, the ke turbulent model leads to an overestimate of thgines, the length scale difference between the nozzle and the
spreading rate. Malifl5] and Hanjalic and Laund¢i6], among chamber dimension is of the order of 100. To resolve the details
others, reported that the &-+turbulent model leads to an over-of the velocity profile at the nozzle exit, one must compute at
estimation of the spreading rateatio of the jet half-width, i.e., scales maybe 10 times smaller than the nozzle diameter, such that
the radius at which the velocity is half of that at the axis, to tha difference in scale of 1000 would be required. Because of this
distance from nozzjeof steady-state turbulent jets. For round freelifference in scale, only codes which have a multi-grid scale ca-
jets of air into air, the turbulence model is reported to predict pability can be practically used to resolve both nozzle and cham-
spreading rate of 0.11, while the accepted experimental valuebisr flows. The computations of nozzle flow details remain time-
0.085-0.09. The reason for the inaccuracy is related to the asnsuming.
sumption of isotropy in modeling the turbulence. The assumption Another method is to use specific, detailed computations to
apparently does not hold for jets, in which strains normal to the jestablish the velocity and gas flow parameters at the nozzle, and
axis differ from aligned ones. then use the computed profile in a coarser computation. This is the
Algebraic corrections have been propogkidnjalic and Laun- method proposed by Johnson et[dl9]. When the chamber con-
der, and Malin for steady-state turbulent jet modeling, but thelitions are changing, as they are in a reciprocating engine, the
corrections require knowledge of the jet centerline position armbundary conditions are also changing in time, such that a large
velocity. This may be difficult to obtain in complex, varying vol-number of preliminary computations may be required to handle,
ume geometry such as engine combustion chambers. for example, a study of injection timing.
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A third method, which is used in this work, is based on the -2 - 0 ! 2

qbsgrvatlon thf.lt far from the nozzlat z/d>20), the jet penetrc.’;l-. Fig. 3 Mesh and methane mass fraction for axisymmetric tran-

tion is predominantly dependent on the nozzle momentum injeggp; jet study

tion rate, as expressed by Ed), and not on the details of the

conditions at the nozzle. In this work, the momentum at the nozzle

is estimated for each experimental condition and an equivalent ) ) ) )

momentum is imposed at the injector/chamber interface. The nifnes for the cases studied. This point however is not at the fore-
mentum may be calculated from provided experimental condfont but rather at some point near the back of the vortex head.
tions, such as velocity and discharge coefficient, or can be caldiere the jet tip was taken as half way between points A and B.
lated from one-dimensional flow with friction when the pressurEOr the jet travel distance of interest here, from about 20 to 100

ratio across the nozzle is known. Compressibility effects may K&zzle diameters, the half way point between A and B corre-
taken into consideration when significant. sponded to a mass fraction of methane of roughly 3 percent.

The velocity, temperature, and density of the incoming gas g sjze Effect. The effect of mesh density on the jet pen-

were accordingly set at the computational cells lying at thgaiion was investigated in this work, particularly the maximum
injector/chamber interface. Figure 2 shows the mwctor/chamb&r

. . 9= L I . Mgrid size in the chamber and the grid size in the nozzle area. In all
interface for an axisymmetric grid with downward injection origiompytations, the number of cells in the nozzle exit area and the
nating from the center of the top wall, at the symmetry axis. Thg,¢ of the cell immediately adjacent to the nozzle are specified:
chamber in this case would have the shape of a cylinder, with the, 41iq is geometrically expanded from the nozzle to the wall, in
jet propagating along its axis, as can be seen in Fig. 3. The Velggsi'the axial and radial directions, as may be seen in Fig. 3. For
ity and temperature must be provided at the vertices within the, -, case, the jet penetration was calculated then expressed in
nozzle/chamber interfac, b, andc). The density, internal en- yomg of Eq.(1), and the corresponding value bBfis established.
ergy, turbulent length scale, and turbulent kinetic energy fluX the nymber of cells within the nozzle was increased from 2—4,
across the cell facesifb, b-c) in the interface region must also be,,iih a modest reduction of 1 percent in the valud ofthe maxi-
provided. The specifications of the temperature, velocity, and d

&Hum grid size in the chamber was increased from a maximum of

sity are inputs to the solution and are discussed further. The intgri, (2 nozzle diametejsto 2 mm, with a change of only 0.5

nal energy is obtained from the JANAF tables once the tempeigscent in the value df. However, the size of cell adjacent to the
ture has been calculated. The influx of specific turbulent kinefie.--1a has a more significant effect and is reported in Table 1.
energy and of the turbulent length scale must also be specified{lo parametersx,,;,, anddz,,,, denote the size of the cell adjacent

this work the specific turbulent kinetic energy influx was set at 10} the nozzle area, as illustrated in Fig. 2. For all cases, the maxi-
percent of the nozzle flow specific kinetic energy, while the tur-

bulent length scale was set at 50 percent of the nozzle diameter.
These values are similar to those used by Gaillgtd] and
Maclnnes and Braccf22]. The sensitivity to these choices was
assessed in Ouellet{@] for turbulent transient jets, and it was
found that the jet rapidly creates its own turbulence properties and
numerical simulations were not sensitive to the above choices in
the downstream region of the jet.

4
8

Jet Penetration Definition. When computing the penetration
of a transient jet, the definition of penetration must be established.
Figure 4 shows the details of the methane mass fraction value
along the axis of the chamber and in the region of the jet tip
corresponding to Fig. 3. It may be seen that the jet forefront is
well defined but not absolutely sharp because of the grid resolu-
tion. An appropriate penetration definition may be to take the 3 8 3
point of intersection of a tangent to the steepest part of the fore- ~—Nozzle A
front with the axis(point B). But at large distances from the 2 20 N 0
nozzle, the steepness of the front is not as easily defined as that Z (cm) along jet axis
shown in Fig. 4 and it becomes difficult to determine the fore-
front. The change of slope that identifies the beginning of the jgig. 4 Axial methane mass fraction at the jet forefront, corre-
head(point A on Fig. 4 remains on the other hand obvious at alsponding to jet in Fig. 3

Xch4
§E:6ESEE

g
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Table 1 Effect of grid size in vicinity of nozzle, penetration 0.35

constant based on an average forefront definition (free jet)
03
DXmins dZmin r % Change
1.0d (0.5 mm 2.94 025
0.75d (0.375 mm 2.80 4.8 2
0.5d (0.25 mm) 2.67 4.6 E 0.2
0.25d (0.125 mm) 2.60 2.6 E
= 015
x
0.1
mum cell size in the chambeat the outside and bottom walls 005 —a— original k-eps
was kept at 1.5 mm, resulting in more cells being used as the ’ —eo— modified k-eps
adjacent cells size was reduced in size. 0 ‘ , ; 0
Table 1 reveals that the calculated value of the condtahe- 0 002 004 006 008 01 012
creases further from the experimental value of 3.0 as the mesh {2

density is increased, and furthermore that although the change is
small between the two last cases, grid independence is not yet ) ) ) )
reached with a cell sized corresponding to 1/4 diameter. It shmﬁ@' 6 Nondimensional penetration rate and ratio of head vor-
. . . ex . to jet tip for uncorrected and corrected turbulent model

be noted that in these simulations, the chamber turbulence was §fhylations )
to zero and that the jets created their own turbulence.

When modeling an engine, a cylindrical three-dimensional
mesh is used,; this offers another challenge as the size of the cells
in the circumferential direction is increasing with the radius. IlAmsden et a), only corrected for compression-induced turbu-
was found necessary to use at least two cells in the nozzle aregeince. It therefore yields an inaccurate steady-state jet spreading
the circumferential direction while performing three-dimensionahte, as discussed above. This was demonstrated by performing
computations. A comparison was made between the penetratioragisymmetric calculations and identifying the half radius from the
round jets computed in two-dimensioitaxisymmetri¢ and in quasi-steady-state stem of transient jets. A value of 0.10 was ob-
three-dimensions. The three-dimensional mesh consisted of atéed, which compares to experimentally determined values be-
deg portion of a cylindrical chamber divided into 30 axial cells, 38veen 0.085 and 0.09. This inaccuracy translates into a jet width-
radial cells and of 12 circumferential cells. The cylindrical chamto-penetration ratio of 0.30, compared with the value of 0.25
ber was 6.1 cm in radius and 2.5 cm high. When modeling engire0.05 as observed in Rizl0] and Miyake et al[6], and in an
cycles, the injection boundary injections are placed on the sidewider-predicted penetration rate, with a slope of 2.7 instead of 3.0
a protruding injector tip, as depicted in Fig. 5. The nozzle wass illustrated in Fig. 6.
recessed further in the chamber such that wall effects would beFollowing Popg17] and Gaillard 14], the coefficient<,; and
avoided in this comparison. The same adjacent cell sizes wegg, of the turbulent kinetic energy equation were modified to best
kept. The test showed that three-dimensional simulations resuliegroduce transient jets and their quasi steady-state stem. Compu-
in a value ofI' 7.5 percent smaller when compared to twotations using cell sizes in the nozzle area of 1/2 diamez5
dimensional simulations. Furthermore, because of the increasarim) were performed with the coefficients change proposed by
cell size in the circumferential direction, the linear dependendope and Gaillard, and the corresponding valueE ahd r,, are
with the square root of time was not as good at further distancggesented in Table 2. Other coefficient changes were also consid-
from the nozzle. Early tests and literature data indicate that furthefed as indicated. There is an improvement of the penetration
to the grid density requirement in the nozzle area, threeenstanta€,, isincreased from 1.44 to 1.52. It appears also that
dimensional cylindrical calculations also require that r-z plangke value ofC_, is best unchange¢t 1.9 for the current model
(where r is the radial axis and z the axial gxXi® spaced every 2 and for the mesh density used. The effect of this coefficient
to 3 degrees. change will need to be assessed when considering engine flow.

Adjustment of k-g Coefficients. The k-e model used in  Underexpansion and Virtual Nozzle Injection. When con-
KIVA-II is the standard ongLaunder and Spalding, as stated irsidering the direct injection of a gaseous fuel in a compression
ignition engine, the resulting jet may be underexpanded, that is the
nozzle exit pressure is higher than the chamber pressure. Under-
expansion of natural gas occurs when the upstream-to-chamber
pressure ratio is greater than approximately I(@&&uming per-
fect gas behavior of methaneAt underexpanded conditions, the
flow chokes at the exit of the nozzle. Underexpansion is a com-
plex adjustment process involving expansion and compression
Chamber waves, which form a barrel-shaped shock pattern. Figure 7 shows

a schematic of the expansion process outside the nozzle.

jozzle \Top Wall

s e
é&% Table 2 Effect of change in the value  k-& coefficients, as ob-
tained in this study with a grid density of 1 /2 d in nozzle area
Caa C.2 12 r
Original k-& 1.44 1.92 0.100 2.69
Amsden[20]
Pope[17] 1.60 1.92 0.066 3.42
Gaillard [14] 1.52 1.89 0.078 3.15
This study #1 1.50 1.92 0.083 2.94
Fig. 5 Three-dimensional chamber and chamber-nozzle inter- This study #2 1.52 1.92 0.084 2.99
face
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FLOW BOUNDARY —#-  No correction, t;=0.77 —@— M=0.5, dc=3.3, tinj=0.42, 61%
EXPANSION —@—  M=1,d.=1.65, t,,=0.77, 18% A With air, M=0.75, dc=2.2, t,y=0.77, 36%

WAVES _a—  M=075, d=2.14, t,,;=0.6, 42% g With air, M=0.5, dc=3.22, t,,/=0.77, 65%
0.12
MACH DISK o1
M<1 2
ZF 008
REFLECTED =
HOCK =1
0.06
0.04
BARREL SHOCK -
0.01 0.04 0.045
Fig. 7 Underexpansion process (from Ewan and Moodie [23]) R

Fig. 8 Nondimensional jet penetration for different underex-
pansion treatments. P ,/p,=5. Ty is the injection duration and
@\Cgis the corrected diameter. The percentage value indicates

KIVA-1I solves compressible equations of motion, and can i S L : . 72
Sreductlon in computing time. Units of both axis in [s¥<].

principle handle the underexpansion. Since the expansion proc
outside the nozzle involves some shocks, it is doubtful that the
predicted flow field near the nozzle will be accurate unless a very
fine grid is used. It was decided to evaluate methods of avoiding
the computations of this expansion process.

One method consists in using Ed) as the basis to provide a

For the corrected diameter to reproduce not only the momen-
tum injection rate at the nozzle but also the mass injection rate,

. . -~ “the corrected diameter’s injection velocltl, must be the same as
correctly expanded nozzle with equivalent momentum injecti

h . X He nozzle injection velocityJ,,. Under the assumption that no
rate. Equatior(1) states that the penetration will be the same &g ing takes place during the expansion process, the stagnation

long as the momentum injectiqn rate is duplicated fo.r.a g"’et'ﬂe\mperatureT0 remains constant, and the Mach numbeg il
chamber density. The assumption is made that no mixing tal &ual to M, which is unity. If a subsonic velocity is chosen to

p_Iace over the expansion region. To satlsfy momentum conserg%-eed up calculations, the mass injection rate is no longer the
tion, the corrected diameter must then satisfy

same as that of the actual nozzle. For example, if a corrected
d. [pn\¥?U, nozzle Mach number of 0.75 is chosen, the corrected nozzle di-
a (—) U (3) ameterid./d,=.971P,7/P, and the associated drop in velocity

n \Pec ¢ yields a mass injection rate reduced by 23 percent.
where the subscript refers to a nozzle which provides a correctly When using a correction for underexpansion in numerical simu-
expanded jet and to the real nozzle exit conditions. Fixing arbi-lations, the nozzle conditions are first calculatéemperature,
trarily the corrected diameter's Mach number at Mc, and since tldensity, velocity, then the corrected diameter is calculated with
Mach number at the nozzle exit is unity, the corrected diametEq. (7), while the temperature, density and velocity are calculated
becomes, under the assumption of perfect gas law: as

12 1/2 -1
%:(& VYRcHaTh :i(PnTn ) TC=TO/ l-i-(‘y2 )Mﬁ),
dn  \pc McVyRepaTe  MelpcTe
The gas density at the nozzlg is P,,/Rcpa T, , @nd the density :E _ 5
at the corrected nozzle must be taken at chamber preBguaad Pe RT,’ Ue=MeVrRTe

is Pa/RenaTec. Replacing in Eq(4) leads to Figure 8 shows the predicted penetration rate obtained with

d. 1/P,\? different assumptions for a nozzle operated at a pressure ratio of

a.- M_( P_) (5) 5. In the first case, underexpanded conditions were set at the in-
" cra jection boundary condition@o corrections In the second, third

The nozzle pressure can be readily calculated assuming perfaetl fourth cases, equivalent diameters with Mach numbers of 1,

gas law and having unity Mach number at the nozzle: 0.75, and 0.5 were provided. The mass injection rate differs from
(y—1) Yiy—1 that of the original case for subsonic Mach numbers, but the same
P,= po/ (1+ L4 M2) =0.546P, (6) total mass of methane is injected, such that the injection duration
2 A differs, as indicated. The reduction in computing time is also in-

whereP, is the pressure in the reservoir, and takingp be 1.3, dicated in percentage in the legend. .
Replacing into Eq(6) leads to: It may be seen that all corrected cases predict a somewhat
' larger penetration than that of the uncorrected case, by about 5
de 0.546 P, percent, despite the identical momentum injection rate. This could
- N"mM?2 P. (7)  be explained by the fact that a much denser grid would be re-

n c a

quired to treat the pressure adjustment of the underexpanded case.
which is valid under the assumption of perfect gas law. The cdror the two corrected cases with Mach numbers of 1 and 0.75, the
rection is equivalent to providing a nozzle with lower stagnatiopenetration is nearly identical, despite the difference in injection
pressure but same momentum. The validity of this scaling is fulluration and rate. This observation re-enforces the momentum
ther supported by the fact that Ewan and Moof28] scaled dependency of the jet penetration. The two corrected cases lead to
underexpanded steady-state jets generated by pressure ratioa @luction in computing time of 18 percent and 42 percent, re-
large as 70 using Edq7) with M. equal to 1. This observation is spectively(for the M.=0.75 case, the reduction is linked to a 22
further discussed in the paper by Hill and Ouellette. percent shorter injection duratipnFor the Mach 0.5 case, the
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computing time is reduced by 60 perceitjection duration 45
percent shortgr but the penetration is not as well reproduced,
particularly in the early stages. The potential core, the region of
the jet near the nozzle where the injected fluid has not mixed with
the surrounding, extends further downstream for a larger nozzle,
which may explain the early difference.

To compensate for the difference in mass injection rate, another
correction strategy can be followed. A subsonic jet of equal mo-
mentum and methane mass injection rate can be obtained if a
mixture of methane and air is initially injected. This corresponds
in essence to replacing nozzle boundary conditions by averaged
conditions existing a few diameters downstream of the nozzle. For
a desired Mach number, a percentage of air can be found that
provides equal momentum and methane mass injection rate. Two
such cases are presented in Fig. 8, with Mach numbers of 0.75 and
0.5, and corresponding air fractions of 19 and 41 percent. Again
the predicted penetration rate for the case of Mach 0.75 is equiva-
lent and equal to that predicted by the pure methane injection at
the same speed. The reduction in computational time is 35 percept 9 comparison of predicted penetration rate with experi-
this time. The small distance over which the mixing would reallyhental data of Witze [11]. Incompressible air jet into air,
take place was not considered in the penetration of Fig. 8. =1.2mm.

Which of the above methods is best to use depends somewhat
on the application. For engine modeling, it can be argued that
reproducing the mass injection rate is important to reproduce th
combustion rate following the end of injection. In that respect

Uo=103m/s
70

60
Uo=53m/s
50
40
30

20 Witze [1980]

Penetration (mm, 70% of SS)

[Time (ms)]"?

d,

®Direct Comparison With Experimental Data of Ouellette

corrected diameter with unity Mach number that provides a mat
for both the mass and momentum injection rate is a better cho
and has been used in the current work.

Results

Comparison With Penetration Formula. Numerical simula-

Simulations were also compared to flow visualization stud-

! presented in Ouelletf&] and Hill and Ouellett¢5]. The flow

iSualization experiments consisted of schlieren photographs of
transient methane jets issued from the round nozzles of a gaseous
injector used in engine. The injection took place in a pressurized
optically accessible chamber 18 by 18 cm wide and 5 cm in
height. The injector tip protrudes from the center of the top wall,
as in an engine, and the gas was injected at an angle of 10 deg

tions were performed to evaluate the capability of reproducirfgom the top wall. The chamber was pressurized at 1.5 MPa, and

transient jet characteristics. Methane was injected at a velocity
50 m/s and at a density of 19.3 kgithrough a nozzle of 0.5 mm
in a chamber filled with air at a density of 34.8 kdirThe Rey-

igfection pressures of 2.3, 3.7, 6, and 8.1 MPa were used, corre-
sponding to nozzle to chamber gas density ratios of 0.63, 0.86,
1.44, and 2.01. The nozzle diameter was 0.5 mm. The penetration

nolds number was then approximately 50,000. The methane wate was measured from the photograph with an accuracy of 0.1

injected in a chamber of 25 mm in radius and 50 mm in length.

ms on time. The jet penetration measurements had a standard

these simulations, a square velocity profile was imposed at tfleviation of approximately 1 mm. Figure 10 shows the penetrat-

nozzle, and the momentum calculated accordingly. The new co
ficientC,., equal to 1.52 was used. Figure 6 shows the penetrati

ufg jet at different times.
onBecause of the geometry and the observed contact with the top

rate of a simulated jet, rendered dimensionless according to Bpll, the simulation of these experiments required three-

(1). The square root of time dependency is well reproduced by t

pémensional computations performed in cylindrical coordinate

simulations. The slope is 2.99 which compares well with the egystem. Although the chamber used in the experiments was

perimentally confirmed value of the value of 3:0.1 presented in

square, a cylindrical chamber was used in the simulations. The

Eq. (1).

Direct Comparison With Experimental Data of Witze [11].
To further verify the proper implementation of injection boundary
conditions and estimate the capability of KIVA-II to reproduce
transient jets, a computational case was compared with the expelj§
mental data of Witz¢11]. Witze took hot wire measurements on
the centerline of a suddenly started air jet. For the case considere
here, the nozzle was 1.2 mm in diameter and steady-state nozz
velocities of 53 and 103 m/s were tested. These jets are essential
incompressible, but not fully turbulent as the Reynolds numbers
are approximately 6000 and 12,000. _E

The nozzle conditions were reproduced in KIVA-II, and air was | i
injected in a cylindrical chamber of radius 25 mm and length 100|__
mm. These dimensions were chosen to minimize wall effects ove
the time period considered. An axisymmetric calculation was per-
formed over a mesh of 100 axial cells and 30 radial cells. For this
particular case, the penetration definition of Witze was used; th
penetration time is obtained at one location when the axial veloc
ity is 70 percent of the steady-state velocity at that location. Fig-
ure 9 shows the results of the comparison between the experime
tal penetration data of Witz&eported in Kuo and Braccfl3])
and those obtained with KIVA-Il. The agreement is fair, although

there is a penetration difference in the early stages.

748 | Vol. 122, DECEMBER 2000

Fig. 10 Schlieren photographs of jet in fixed volume chamber
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0.14 Table 3 Simulation conditions for studies of turbulence and

° injection duration
0121 zr=-014+30t" 5 Chamber dimensions Radius: 20 mm
Length: 90 mm
0.1 Grid 25 radial, 100 axial
dxmin, dzmin: 0.5d
= density ratio: Injection pressure and P,=15MPa, =350 K
2 008 o temperature
= eSSTeP Chamber pressure and P,=5 MPa, T,=850 K
£ o006 2063<kva temperature
= m 0.86- exp Wall temperature J=450K
00.86 - kiva Nozzle diameter #=0.5mm
0.04 a1dd-exp Injected mass 3.5 mg
L Turbulence level 1.5 At
1.44 - kiva
002 ©2.01-exp
. 02.01-kiva
0 bbbl
0 0.01 0.02 0.03 0.04 0.05 0.06 three-dimensional computations of a jet propagating without
{2 touching the wall, it was found that the wall contact reduces the

value of" by approximately 5 percent.

Fig. 11 Comparison between experimental data and computa-

tions The Effect of Turbulence and Finite Injection Duration on

Jet Penetration. The dependency described by E@b.and(2)
does not take into consideration certain engine conditions that

diameter of the chamber was the same as the width of the chandy affect the penetration of gaseous jets. Numerical simulations

) g re performed to verify the validity of the dependency estab-

o st i relos r o o et v o e By EQ1 for. ) et of e draton, and its prope

etration J'I'he simulations were performed over a 60 deg Jsector aling in c_hambers wh(_are the turbulence level is mcre_as_,ed o val-

seen in.Fig 5 There was no contact with the chamber walls ot found in diesel engines, as discussed below. Realistic chamber
. Ny > . rlc‘l‘ffnditions, summarized in Table 3, were set in a two-dimensional

than with the top wall. Injection boundary conditions were es“"%’xis :

X X L . X P ymmetric chamber.

lished on the side of a protruding injector tip, as illustrated in Fig.

5. The mesh consisted of 30 axial cells, 32 radial cells and 12Effect of Turbulence. It should be noted that all simulations

circumferential cells. The cells in the nozzle area had sized®ove were done in quiescent chambers where the turbulence lev-

smaller or equal to the nozzle diameter. Grids of higher densigys were set to zero. The jets created their own turbulence. In

were considered in Ouellette et §R4], and it was found that engines at top-dead-center, turbulent fluctuations are of the order

within 90 diameters from the nozzle, which is the range considf 1/2 the mean piston spedtieywood [25]). For the engine

ered here, the penetration changed only by 4 percent when goowhsidered here, the mean piston speed varies between 2 and 8

from the grid used here to a grid nearly twice as dense. m/s. The turbulent fluctuations may be of the order of 1 to 4 m/s,

The injection boundary conditionwelocity, temperature, and corresponding to a turbulent kinetic energy of 1.5/shto 20
density were calculated based on the measured injection an#/s?. Figure 12 shows three cases with three different initial
chamber pressures. It was found that both friction and real gasbulence levels; 0, 0.5 and 5%. As may be seen, increasing
effects affected the flow inside the nozzle, and thus were constdrbulence reduces the penetration as defined B percent mass
ered in determining the nozzle exit momentum and mass fldwaction contour line. The case with 0.5%sf initial turbulent
rates. The real gas behavior is significant for the conditions cokinetic energy is accompanied by a reduction of 5 percent in pen-
sidered, with a compressibility factor of 0.88 at the highest injeetration. The subsequent 10 fold increase reduces the penetration
tion pressure. The calculated momentum from one-dimensiongl another 2 percent. The corresponding valued aire 2.92,
flow considering real gas behavior and friction differed by les2.79, and 2.74. The decrease in penetration is accompanied by an
than 2.5 percent from that made using perfect gas assumption witbrease in lateral spreading.
friction, but the mass injection rate differed by as much as 8
percent. Details of the nozzle flow conditions estimate can be
found in Ouellettd 8]. For the three higher injection pressures, the
nozzle flow was underexpanded, and a corrected diameter was
calculated, based on Eq7) and with a unity corrected Mach
number.

Figure 11 shows the results of the comparison between the
simulations and the experimental results. The experimental data
collapse close to the slope of 3, indicating that there is close
agreement with the scaling of E@l), although the two lowest
density ratio cases deviate substantially at later times from the
linear dependency because of the wall effect. The experimental tkei (m%s?)
case with density ratip,/p, of 0.63 lies somewhat below the —e— tkei=0.0
other data points, yet has much the same slope in the region un- ’
affected by the wall, indicating that the initial jet development — tkei=0.5
differs from the other cases. It is possible that the injector needle —a— tkei=5.0

50 -

40

30

z¢ (mm)

20

opening time has some dependency on the injection pressure.
The computational results scale well with the momentum-to-

density ratio and compare relatively well with the numerical re-

sults. The slope of the computational data is still lower than ex- Time (ms)

pected at approximately 2.65. This lower valud'as due both to

the circumferential grid expansion in three-dimensional cylindriEig. 12 Effects of chamber turbulence on jet penetration (tkei

cal computations and to the wall contact. By comparing witls the initial turbulence kinetic energy in the chamber )

0 0.5 1 1.5 2 25
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80 CH4 Injection, t=1ms DF2 injection, t=1ms

Equivalence Ratio Contour Lines SMR=5 microns
701 Equivalence Ratio Contour Lines
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K 5o | tinj (ms) !
—— tinj=0.8 ’,
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—&— tinj=1 —
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° ‘ 1
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Fig. 13 Effects of injection duration on jet penetration (tinj is i IT :
the injection duration ) } i i
1 o !
Effect of Injection Duration. Figure 13 shows three injections | SRR =
with same conditions, but with different injected masses. In the YIS AT IN ol il
first case, 5 mg of fuel are injected, with a corresponding injection 0 05 1 15 2 0 05 1 15 2

duration of 1 ms, while in the second case the injection is con-

tinuous. It is seen that the penetration rate of the interrupted f@g. 14 Mesh and equivalence ratio contour lines for gaseous
remains the same as that of the continuous jet for up to twice tje¢ (left) and for a diesel spray (right ) for an equivalent momen-
injection duration(until 2 ms in Fig. 13. tum injection rate (dimensions in cm, df2 is diesel #2 )

Comparison Between Jet and Spray Penetration and Mix-
ing. In the continuing effort to reduce emissions from diesel
engines, much research has been done on the injection rate kmger droplets and to use the aerodynamic droplet break-up sub-
configuration of sprays. In that respect, it is of interest to knowodel included in KIVA-II, but this offers less control on the
whether gaseous jets behave much like sprays. Kuo and Braspoay anglg
[13] compared the penetration of liquid sprays and gas jets. TheirLiquid diesel fuel sprays were compared to a gaseous jet, all
work indicates that for sprays in general it is not enough to say, ewected in air at 17.42 kg/fand 1200 K. The initial turbulence
we have showtiHill and Ouellette[5]) for turbulent gas jets, that level in the chamber was set at 3600%sf corresponding to a
the penetration rate depends only on time and the ratio of nozalebulent fluctuation of approximately 0.5 m/s. 5 mg of fuel were
exit momentum flow rate to chamber density. Their evidence imjected in each case at the same momentum injection rate. The
dicates that spray penetration may also depend on liquid-to-gasdculations were performed over a mesh made of 23 radial cells
density ratio, length-to-diameter ratio of the nozzle and the paraffior a radius of 23 mm, and of 45 axial cells for a length of 62 mm.
eters which control atomization and vaporization rate. This is reAt the nozzle, the cells had the dimension of the gas nozzle radius,
sonable since these latter parameters affect droplet size and 6r8 mm, and were expanding geometrically in the radial and
would expect large droplets to have a strong effect on momentwaxial direction, as seen in Fig. 14.
transfer between fuel and air, and thus strongly affect spray mix-The first spray was specified to have a cone angle of 26 deg,
ing and penetration. However, for the case of vanishingly smailhich is the approximate spreading angle of the gaseous jet, and
droplets, one would expect spray behavior to be essentially idairoplets of Sauter mean radius of Bn. The simulated diesel
tical to that of the turbulent gas jet. nozzle was 0.13 mm in diameter, such that the grid to diesel

The particular question considered in the following is whethegyifice radius ratio was about 4. This is within the range used in
under typical diesel chamber conditions, penetration of turbulettie literature as reported by Abrahd@6]. Methane was injected
impulsively injected gas jets is essentially the same as that thfough a 0.5 mm diameter nozzle at an injection pressure of 150
sprays if the typical droplet is small, i.e., of the order of a fevbar.
microns. In the absence of experimental data comparing sprays$igure 14 shows the grid, along with the methane and diesel
and gas jets with the same momentum-to-chamber-density ragguivalence ratio for the case of 5 micron droplets injected within
numerical simulation was employed to investigate the questicmcone of 26 deg at 1 ms after the beginning of injection. It may be
Though it is recognized, as we outlined in this paper, that numeseen that the penetrations and fuel distributions are very similar.
cal simulation is limited in absolute accuracy due to grid sizBigure 15 shows the corresponding mixing rate based on mixture
effects and to approximations in modeling turbulence, we poststrength. A mixture equivalence ratio below 0.5 was arbitrarily
late that much the same limitations will appear in calculations @bnsidered lean, while a mixture equivalence ratio above 2.0 was
both jets and sprays if the droplet size in the latter is small.  considered rich. It may be seen that the flammable and lean mix-

Two-dimensional axisymmetric numerical simulations ofure formation rates are nearly identical for the gaseous jet and
sprays and gaseous jets with equivalent momentum injection rétés controlled spray. The rich mixture formation is different,
were performed using KIVA-II. The spray model incorporated isince only the vapor was considered when calculating the amount
KIVA-II (Taylor Analogy Breakup, Amsden et alwas used to of fuel within each region.
calculate spray penetration and evaporation. The spray model waicreasing the droplet Sauter-mean-radius tquii® resulted in
only modified to ensure that the momentum injection rate was increase in fuel vapor in the lean mixture, but in a decrease in
identical to that of the gaseous jet. In order to control the sprasapor in the flammable mixture. There is now little fuel within
cone angle, fine droplets of a specified Sauter mean radius weoh regions, as more fuel is left within the droplets. It seems that
injected within a specified cone andl@nother option is to inject larger droplets overall reduced the mixing of the diesel vapor with
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Fig. 15 Mixing rate of a gaseous jet and different sprays.
Equivalence ratios of 0.5 and 2 were used to discriminate be-
tween lean, flammable and rich mixtures.

Journal of Fluids Engineering

the air. Reducing the droplet size would most likely provide a
mixing rate even closer to that of the gaseous jet. To simulate the
effect of a different nozzle, the cone angle was changed to 35 deg
with the main effect of broadening the spray while reducing its
penetration. This was not found to affect the mixing significantly
as shown in Fig. 15.

Thus numerical calculations indicate that for droplet sizes of
the order of a few microns, and with injection into air of typical
diesel chamber density, the penetration and mixing of sprays will
be essentially the same as those of impulsively injected gaseous
jets as long as the momentum injection rate is the same. For
droplets of a few microns the spray cone angle specified in the
simulation had apparently little effect on the calculated mixing
rate.

It should be noted that, in practice, achieving the same momen-
tum injection rate is not a major difficulty. The natural gas density
at the nozzle may be 15-20 times less than that of diesel fuel, but
this is easily compensated by using larger holes. Since the diesel
holes are typically less than 0.15 mm, an area 15 times greater
calls for holes of the order of 0.6 mm. Diesel fuel injection re-
quires small holes to facilitate atomization, a requirement which is
not existent for natural gas.

Conclusions

The following conclusions pertain to transient turbulent gas in-
jections in quiescent chambers and issued from round nozzles
with Reynolds number above>310* and which are possibly
underexpanded.

» With small modification of coefficients, and small grid size
near the nozzle, the &-turbulence model can correctly represent
experimental data on jet penetration at distances greater than
10-20 diameters from the nozzle.

» Near grid independence requires spacing near the nozzle of
the order of 1/4 of the nozzle diameter for two-dimensional axi-
symmetric flows. For three-dimensional simulations performed on
a cylindrical coordinate mesh, a further requirement is that
planes be spaced at less than 2—3 degrees.

* The downstream penetration of underexpanded jets can be
satisfactorily calculated with the use of a corrected nozzle diam-
eter which provides the same momentum injection rate as the
actual nozzle but at completed expansion to chamber pressure.

 With jet Reynolds numbeibased on nozzle exit velocity and
diametey greater than 19 increasing engine chamber turbulence
intensity from 0 to 0.5 percertatio of fluctuation to nozzle exit
velocity) affected the jet penetration rate only slightly.

» With constant rate of injection, the jet penetration is approxi-
mately independent of the injection duration for times less than
twice the injection duration.

 Simulations and measurements show that wall contact affects
the penetration rate of turbulent jets, with lower momentum jets
being more sensitive. The scaling remained however largely valid
in the region of interest for jets in contact with the wall for jets
with higher momentum.

e Comparative numerical simulations of sprays and impul-
sively injected turbulent gas jets with the same momentum injec-
tion rate, same chamber air density and over the same grid con-
figuration show that the penetration and mixing rates are closely
similar as long as the spray droplets diameter is less than about 5

am.
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It has been established during the last 2—3 years that spr3y i
computations that employ the Lagrangian-Drop-EuIerian-FIui‘g' Fluids Eng" 122, p. 752

(LDEF) model, as in KIVA-II, do not show grid independence
(Abraham[1], lyer and Abrahani2], Aneja and Abrahani3], P. Quellette and P. G. Hill

Subramaniam[4]). This difficulty arises, in part, because the

LDEF approach assumes that the droplets are uniformly distrib-

uted in the computational cells where droplets are present. In repThe authors thank Professor Abraham for his discussion of nu-
resenting a Diesel spray, this assumption is rarely valid. The draperical problems in simulating jets and sprays using the KIVA
lets stay close to the axis of the sprédneja and Abrahanil], code with thek-¢ turbulence model. On the issue of predictinggas
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jets with thek-& model, we seem to be in agreement with Profpoint that there are difficulties additional to the problem of grid
Abraha_m in noting the difficulty of_ identifying bettet-¢ con-  sensitivity. We recognize that similarity assumptions applicable to
stants independently from the details of the mesh. Mesvcon-  transient gas jets cannot be transferred to coarse sprays. It is clear
stants are needed to alleviate the limitations associated with th@t, in general, transient spray penetrations depend not only on
isotropy assumption. Given this difficulty, it appears our resuligme and the ratio of nozzle exit momentum to chamber density,
are very much in line with the work of other authdes seen in pyt also on liquid droplet size, vaporization parameters and pos-
the literature and in Prof. Abraham's discussiand are in good gjp\y other variables. Large droplets must affect turbulence levels
agreement with reported steady-state jet spreading. Our computQ spreading rates. However it is not unreasonable to suppose

transient jet penetrations with the modifikee constants are also that gas jets and sprays with vanishingly small droplet size should

in good accord with experimental measurements of transient gas S . . - .
jets. We feel our results not only add to this knowledge but al%ﬁsplay similar dynamic behavior, In their discussion of sprays,

provide other insights not previously reported, such ashe we had no intention of treating the general behavipr of real and
equal if not greater importance of the size of the cells adjacent§§MPUted sprays, but focused solely on the question of whether
the nozzle over that of the nozzle cells themselvesh@ agree- With very small droplet size the penetration and mixing of sprays
ment of the simulations with the experimentally determined peAnd gas jets are similar for given ratio of nozzle exit momentum to
etration constant for gas jets) e numerical treatment of under-chamber density. Numerical analysis using the KIVA code with
expansion; %the effect of limited jet injection period and 5he the adjustek-e turbulence model and the properties of a typical
possible impact of injection adjacent to a wall. diesel spray indicates that this similarity of behavior is obtained as
On the issue of whether sprays can be successfully represerte) as mean droplet diameter is less than abeutThis finding
by the model used in KIVA-II, we appreciate Prof. Abraham’$as not yet, to our knowledge, been verified experimentally.
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The whole behavior and the micro scale flow characteristics of a three-dimensional

Y. Matsumoto bubble plume are investigated numerically. The bubble plume drives liquid convection in

Professor, a tank due to strong local two-phase interaction so that the Eulerian-Lagrangian model is

Department of Mechanical Engineering, formulated with emphasis on the translational motions of the bubble. In this model, each
The University of Tokyo, bubble motion is tracked in a bubbly mixture which is treated as a continuum. The

Hongo 7-3-1, Bunkyo-ku, Tokyo three-dimensional numerical results reveal several particular structures, such as swaying
113-8654, Japan and swirling structures of the bubble plume. These simulated flow structures show quali-

tatively good agreement with the experimental observations. Furthermore, the detailed
behavior in the bubble plume is clarified by various analysis to discuss the dominant
factors causing such the strong three-dimensional0098-220£00)00904-4

1 Introduction referring recent new information for bubble dynamics. For in-
stance, the experiments reported by Hassan and Cdridan

A variety of flow structures come out in bubbly two-phas ridhar and Kat412], are available. Many theoretical works on
flows owing to the strong interaction between two phases and 2 force components can also be useful, such as Ruetsch and

complexities of the translational motion of a bubble. Performant"\ﬁeiburg [13] and summarized paper of Michaeliddsi].

of various industrial systems, such as chemical plants, nuclearIn this study, the E-L model is applied for predicting a three-

power plants, and bioreactors are consequently do_mingted b_y Hi'l%ensional bubble plume. Controlling the bubble plume is
two-phase flow pattern. A great number of numerical INVestiggr own to be very difficult due to its strong unsteady two-phase
tions to establish the prediction tool for two-phase flow was donf?rteraction as reported by many experimental researctiis
especially for nuclear engineering research by Wijngadddn oioma ang OttengrdfL5], Hussain and Siegdll6], McDougall
Ranson[z]_, and L|Ie_s[3]. T_he|r basic equations were cpnstructefﬂ], Alam and Arakeri[18], and Iguchi et al[19]). Measuring

for simulating one-dimensional flows based on two fluid formuldy, g iquid flow induced by the interaction is still important work
tion ”.‘Ode" €., tWO.'ﬂu'd model. In the last te_n years, the COs done by Leitch and Bain¢20] and Gross and Kuhima21].
struction of governing equations to be applied for the multirpg fngamental mechanism of driving the liquid flow due to
dimensional prediction were advanced as reported by Kataoka yant bubbles is estimated by the wake of single butifiaga
Serizawa[4], Stewart and Crowg5], and Zhang and Prosperettis, ' \wehef22)). While the liquid flow rate can be approximately

[6]. However, the modeling of multi-dimensional phase interagsstimated by integrating the flow generated by the single bubble,
tion is still roughly treated, such as partial empirical formulatiofy 4es not agree with the integrated value when high void fraction
and (_)ve_r-rang_ed extrap_olatlon. On the other hand, further MICTQ- sypplied. The reason is the energy dissipation owing to the
scopic simulation techniques were recently proposed by develqRree-dimensional structurization. The performance of substance
ing a new numerical method for free surface, such as Unverdi apgking, phase separation, and chemical reaction are significantly
Tryggvason([7]. Their direct numerical simulations showed affected by the three-dimensionality. The authors have shown its
great possibility for further accurate mode_llng for phase interagyo.-dimensional flow in a previous pap@urai and Matsumoto
tion terms. The “inverse energy cascade™ in a bubbly flow whiciz3)) " |n the present paper, its three-dimensional flow structures
is discussed based on the DNS by Esmaeeli and Trygg#Hon gre shown. Detailed correlations between the motion of rising
indicated the importance in the simulation method for fine scajg pples and spatial development of the liquid flow inside the

flows. ) ] ) bubble plume are discussed.
With this viewpoint, the Eulerian-Lagrangian modbkkreatfter,

E-L Model) has much better potential to solve the detailed flow

structure than the Eulerian-Eulerian modéMurai and Mat-

sumoto[9], Druzhinin and Elghobashil0]). The latter model

moreover cannot provide correct solution for some cases that the Governing Equations

dispersion phase does not have enough number density and spati . . .
continuity. Therefore, the E-L model has the following advantag siﬂ]e present governing equations for bubble flow are described

in principle. (1) Lagrangian description of each bubble motion ha Y the_ Eu:cerlan form _equaponz_for contlnt:Jous p_)rhhasef "ﬁnd _the La-
much higher spatial resolution than the Eulerian descripti@h, grangian form equations for disperse phase. The following as-
the E-L model can treat exactly the deviation of bubble size witifdMPtons are employed for the construction of the present set of
out increasing computer’s memorg) bubble-bubble interaction equations{1) Bubble size is s_mal_ler than the charactt_erlstlc Ie_ngth
for dense cases can be treated by constructing some m(xh)els,Of the flow. Local bubble motion in a control-volume is described

boundary conditions of the bubbles at wall, free surface, al che volumetric and _translanonal motion equatldriﬁ.Coa_Ies- .
cence and fragmentation of the bubbles are neglected since void

bubble injection part can be exactly expressed. In addition, €AY ion i ; .
. . X . : . ction in the bubbly flow is less than 0.1 for the present simu-
tion of motion for the bubble is easily revised and examined tW:ltion. (3) Local bubble-bubble interaction owing to the liquid

Comtributed by the Fluids Enaineering Division f blication in tia flow near the bubble interface is neglectéd) Gas inside the
ontributed by the Fluids Engineering Division for publication in NAL ;

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionbUbble IS nonconqensable and obeys the pe.rfECt gas law. Also,
April 22, 1999; revised manuscript received June 20, 2000. Associate Technigaﬁre IS N0 mass d|ffu§|on of gas near_ bubble interface. Therefore,
Editor: M. Sommerfeld. the amount of gas inside the bubble is constant.
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* Gas Volume Fraction faster than the liquid due to the pressure gradient force, which is
induced by wall friction. The correct response of the particle does
fezij fdv, f,=1-fg, (1) not have such a slip velocity since pressure gradient force and the
v viscous force are balanced. In other words, the drag term ex-
resses the viscougpressure effects which are determined by the
ubble-generated local flow in the vicinity of the bubble surface.
On the contrary, the viscous flow term stands for the force coming
&fom the shear stress in the circumferential liquid flow, which is
not caused by the bubble.
History force like the Basset force for the bubble can be ig-
« Equilibrium Equation of Bubble Volume nored because the shape of the bubble is almost spherical and
there is little vorticity generation at the bubble interface. It is also
PeokVeok=(PL—CppL|Usd®)Vek, Usi=Ugk—Uk, (2) the reason that the modeling of the actual history force on the

A indi o bubble has not yet been generalized in the current state.
here, suffix 0 indicates standard condition of gas.andVg are i - h
the pressure and the volume of the bubble. The inertial oscillatigIn Eq. (5), B Is added mass coefficient for a spherical bubble,

here, f; and f_ are the gas and liquid volume fractions. Th
kernelf is the phase indicator, i.ef=1 in gas phase anf=0 in
liquid phaseV is an averaging volume. The Lagrangian variabl
for gas phase is expressed by subsckiphdicating each label
number.

of bubble volume, which was known as Rayleigh-Plesset equgP, 'S drag coefficientC, is lift force coefficient of Autor{26] or
tions (e.g., Plesset and Prosperg®4]) is not considered here uton et al.[27] and these are given by

because its time scale is enough short that it does not contribute to [ 48 221\ 16 2r s |usd

the whole flow structure. The viscosity of ambient liquid does not  Cp=max —| 1— —) , —] , Re=——— (6)
affect directly the volume change while the slip velocity of the Re JRe/ 'Re ML

bubble against the liquid reduces the mean pressure on the bubble

interface. In Eq(2), C,, is the pressure coefficient for a spherical DL _ diuv c 1 ,3:} @
bubble, which is analytically given by 1/4 according to Euler’s Dt Jt b Tt 2’
equation. IncidentallyC, becomes smaller in case of low Rey- o S o
nolds number, an€,.=0 for Stokes flow. here, the drag coefficient is given by combining Moore’'s and
P Stokes theoretical result8/loore [28]). These formulas approxi-
» Conservation Equation of Liquid Mass mate well the experimental result for a spherical gas bubble with-
out surfactant when the bubble Reynolds number is smaller than
afLpL af 200.
at +V'prLUL:0,—>E+V'fLUL:O, (3)
* Tracking Equation of Bubble Position
» Conservation Equation of Total Momentum ¢
f pLu of u Gk GOk
P L+V'(fLPLuLUL)+%"“V'(fGWGKUGKUGk) 0

at here X is the initial position vector of the bubble.
==Vp—(fLpL+fepald .
) 3 Numerical Method
+V-(1+fg)u ) Vu +(Vu) ™= =(V-up)l 4 The set of governing equations are solved by a semi-implicit
3 method based on the HSMAC algorithidirt and Cook{29]) for
here s, is viscosity of liquid,g is the gravitational acceleration. incompressible viscous flow. The original HSMAC method is ex-
The right-hand side of Eq4) is derived by summing the externaltended to the bubbly two-phase flow analysis using the following
force components for both phases. Therefore, momentum é@uation for pressure correction.
change terms between the two phases are eliminated because of

Newton’s third law. The viscous term is modeled by using con-5p: / (‘9_8) ‘9_8: pLot2 i+ i+ i n fepL
tinuous phase component of velocity and the effective viscosity ap)’ ap - 5% 8y? 872 p '
due to the presence of dispersed bubbles. The effective viscosity 9)
is given by Einstein’s theoretical formula as written by Batchelor . . - . .
[25]. Whe(ew is a relaxation coefficient: is the over-e_stlmated volume
fraction given byf, +fg—1. 6t and 6x are the time step and the
« Translational Motion Equation of Bubble spatial interval for discretizing the governing equations. The de-

rivative of ¢ with respect top is derived by coupling the differ-
d D, entiated equations of Eq&), (3), and(4).
git(Pekt B Verer — a(ﬁPLVGkUL) By using this equation, the bubble-containing region and non-
bubble region can be simultaneously solved provided that an ad-
1 equate under-relaxation coefficieatis adopted. Using the HS-
VZu, + §V(V'UL)H MAC algorithm makes it quite easy to develop a compact
simulation code. The present numerical procedure is constructed
as follows.

=Vai —Vp+uL

1
2
— =pLm & CplUsdUs— CLpL V.
2P eK olusiusi— CupiVer 1 Calculate new translational velocity of bubble by E(®,

(6), and(7)
X Ui (VX UL}~ peVeid: ®) 2 Calculate new weight center coordinates of bubbles by using
Equation(5) consists of the following force components: self  the translational velocity by Eq8)
inertia force, added inertia force, pressure gradient force, viscous3 Calculate new liquid velocity by Ed4)
force, drag force, lift force, and gravity force. Here, the viscous 4 Calculate new bubble volume by E@®)
force is necessary while it has been frequently neglected in con5 Calculate new gas volume fraction by Ed)
ventional models. The reason can be explained by considering ai® Calculate new liquid volume fraction by E)
example for a pipe flow in which a small liquid tracer particle is 7 Calculate the over-estimated volume fraction and pressure
suspended. If the viscous term is neglected, the particle moves correction value which are described by E@).
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Table 1 Simulation conditions

Liquid densityp, =960 I:Tg/rr? Height of liquid H=0.400 m
Gas densitypg=1.2 kg/ Bubble injection area 2825 mn?
Tank size(horizonta) L=0.1 m Bubble injection partbottom
Total liquid volume=0.004 n? Number of needles85=25

Kinematic viscosity of liquidy, =5x10 ¢ m?s
Void fraction at bubble injectoe=0.01 to 0.10
Grid division number for Euler phaset0x40x160=256,000

0 72 144 216 288 360

Fig. 1 Restriction of numerical diffusion by CIP scheme
visualization. The simulation conditions are summarized in Table
1. Added pressure on the upper free surface is set to 101.3 kPa. 10
8 Go to the next time step if the over-estimated volume fragercent of standard deviation for bubble radius is taken into ac-
tion is converged enough to zero. count by Gaussian distribution according to the experimental re-
sults. Non-slip and free-slip conditions are adopted to the
Using these procedures, not only the large scale interaction Rgsll boundary and the top free surface boundary conditions,
tween two phases, but also a micro scale fluctuation can be valigdspectively.
simulated. A component for pseudo turbulerit@nce and Ba-  Figure 2 shows the starting structure of bubble plume. Bubbles
taille [30]) is also calculated by the following numerical processaccumulate into the core of a starting ring vortex in the case of a
(1) a bubble with volume/ enters into a gride becomes positive small bubble. More diffused structure appears in a large bubble
value due to increase of the void fractianin the grid, (2) the case due to larger rising velocity of the bubble than the vortex-
pressure in the grid increases according to &, liquid flow rising velocity. As the flow develops, a thin bubble plume with
accelerates in the outer direction from the grid due to the pressiigh number density near the axis is generated in the case of small
gradient against the surrounding grig8) when the bubble goes bubble due to surrounding entrainment flow. A three-dimensional
out of the grid, the inverse phenomenon happens. meandering phenomenon appears owing to the increase of buoy-
The mapping method of physical variables between Eulerigihcy gradient and strong vorticity generation beside the bubble
and Lagrangian phases is as follows. Liquid velocity componepfume. This phenomenon is considered to be the three-
around a bubble is calculated by second-order interpolation usifignensional case of the sinuous instabilidam and Arakeri
the data of surrounding grids. The velocity gradient tensor needagj]).
for solving Eq.(5) is given by this interpolated profile. Pressure Figure 3 represents the numerical results and experimental pho-
gradient is given by differential pressure between two grids suggraph in the case dR=1.0 mm. The experiment is done by
rounding the bubble. The effect of the bubble on the |IqU|d flow i§tereo_photographing using a mirror. The bubble p|ume is Straight
reflected in each grid by variation of the local void fraction. Theor large bubble case but has a swirling structure for high void
maximum time step is determined by the CFL conditions for adraction case. Simulated results have qualitatively good analogy
vection termsst<<ox/U, (here,U, is maximum liquid velocity, with the photographs. Here, the bubble distribution itself is not
and viscosity stability5t< 6x?(2v) ! (here,v is kinematic vis- changed by using a more rough grid resoluti@x20x80), so
cosity of liquid phaskthe same as conventional explicit-typethat the numerical convergence is confirmed. Strictly speaking,
solvers. In the present study, the tolerated values,08nd the the grid resolution is limited in the E-L model because of limited
relaxation coefficient are set 10° and 0.95, respectively. The spatial resolution of averaged equations. The authors’ idea is that
differencing schemes for convective terms are mentioned in tttee ratio of the grid volume to the bubble volume must be larger
next section.

High Resolution Scheme. In the conventional numerical
analysis for two-phase flow, numerical viscosity is frequently T=2.0s
added in the discretized equations in order to restrict the numeri-
cal instability which is caused by strong nonlinearity of the system
equations. However, the numerical diffusion is serious for the
prediction of flow instability and micro scale flow. The C(€u-
bic Interpolated Propagatiprscheme(Takewaki and Yabé31))
is applied in the present analysis for liquid phase advection terms,
and has been confirmed to have almost no numerical diffusion.
For instance, the performance of the CIP scheme is shown in Fig.
1. Here, a scalar distribution whose initial shape is likd™'is
rotated in three-dimensional space by using an advection equatior
without any diffusion term. The number of grids used is<x20
X 20. Itis confirmed with the results that the CIP keeps the initial
shape clearly after one rotation while the first order upwind dif-
ference(F.U.) obtains a diffused one. Moreover, it is known that
the CIP does not produce any numerical oscillation because the
spatial gradient of the variable is also tracked by the third-order
spline function. Consequently, it is one of the most suitable
schemes, for convective terms to simulate the local unsteady 3-D
structure of the bubble plume.

T e 145
Vom .

T~
Tha

el

4  Three-Dimensional Behavior

The three-dimensional two phase flow structure of a bubble
plume is numerically simulated. A rectangular tank is employed
as a boundary of the flow because of the convenience in finitg). 2 Starting structures of bubble plumes  (top: R=0.2 mm,
difference method using Cartesian coordinates and experimeriiatom: R=0.5 mm)
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Fig. 3 Three-dimensional behavior of bubble plume
tion and experiment )

than 10. For instance, the liquid flow in the vicinity of the bubbl
surface cannot be simulated even if further small grid is adopt

(predic-

-0.05 0 +0.05 -0.05 0 +0.05
X coordinate (m) X coordinate (m)

ig. 5 Rising velocity profile of two phases in the bubble
4ume (open circle: bubble, closed circle: particle )

Figure 4 shows the structure of the bubble plume which is
represented by center of gravity of the bubbles. The center of i . i
gravity is calculated by averaging they coordinates of the the vertical direction seems to range from 3438) radius and
bubbles, which belong to each control volume with a thickness 8fiéntation of the swirl changes locallyg) the orders of the
20 mm in vertical direction. The bottom side in Fig. 4 shows th®idth, the wavenumber, and the complexity of the swirling struc-
top view of the center of gravity. Two experimental results arlires in simulated results correspond well with the experimental
also inserted in Fig. 4. The experimental data are obtained by 3/gsults- ) _ . )
image processing. The following matters are recognized by thesel '€ mechanism of generating the swirling structures is not easy
results:(1) width of the swirling structure expands with increasd® explain. At least, the dynamic stability of the swirling state can

of the void fraction,(2) wave number of the swirling structure in P€ related to the following matterl) the trigger of the swirling

0.4- @ =0.01 a =0.05 a =0.05 a=0.07 a=0.10
X X X X
0.3 y M y y
X Y
0.2
~
0.1
0.0-
Simulation  Simulation Simutation
w
=
7|1
{» # SF .=
g
= X—
-0.05  +0.05-0.05 +0.05-0.05 +0.05-0.05 +0.05-0.05 +0.05

Fig. 4 Instantaneous structure of center of gravity of the

bubble plume

(simulation and experiment ): measurement

uncertainty is estimated 0.01 m due to accuracy of image

processing

Journal of Fluids Engineering

motion comes from the asymmetric component of liquid in-flow
to the bubble injection area, whose mechanism partially resembles
a tornada(Snow et al[32]), (2) static pressure is lower inside the
bubble plume than surrounding region. This pressure distribution
aligns with the pressure decrease of the core region due to the
swirling flow, (3) the flow induced by the bubble plume is a kind

of natural convection so that the steady flow pattern is determined
by balancing the buoyancy supply and the momentum dissipation
due to viscosity. The generation of swirling structure is one bal-
ancing mechanism against the increase of buoyancy supply. Fur-
thermore, as mentioned in the later section, the characteristics of
bubble’s translational motion can also be the factor to intensify
the swirling motion because of its very small inertial response
time.

5 Features of Bubble-Generated Turbulence

Bubble Rising Velocity Profile. Figure 5 shows the simu-
lated distribution of vertical velocity component of the bubble
(drawn by open circlesand the tracer particleglrawn by closed
circles in three horizontal cross sections—0.100(Im 0.225 m
(M), and 0.350 n{H) from the bottom plane. Here, two different
conditions in bubble radius are compared. The following matters
are recognized by these resultd) The bubble rising velocity
profiles are almost parabolic like laminar flows at positloffor
both conditions.(2) Since the terminal slip velocities of the
bubble in quiescent liquid are estimated 0.015 m/s Re¢0.2
mm, and 0.138 m/s foR=1.0 mm, it can be said that the maxi-
mum rising velocities in the bubble plume are much larger than
them. (3) In the case ofR=0.2 mm, the liquid velocity profile
corresponds well with the bubble velocity profile. On the contrary,
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Inside Fig. 7 Force component ratio of bubbles in the bubble plume
0.00 | 4t fingenantf At | e i i) (INERTIA=inertia +added inertia, PRESSURE =pressure gradi-
Dutside ent force, DRAG =drag, LIFT =lift, VISCOSITY =viscous stress
_D'wﬂ 1 23 4 5 67 0123 45 67 0123 4 5 67 from Ilquld flow )
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Fig. 6 Liquid velocity wave form  (thick =outside, thin =inside L .
the bubble plume ) 6 Statistics of Bubble Motion

Force Components of Bubble. The force components of
bubble in each direction of the bubble plume is represented in Fig.
7. This diagram is made by statistical averaging for over 30 sec-
) ) onds, which is long enough. In this figure, “inertia” means the
thatR=1.0 mm is slower than the bubble velocity. The resultanfym of self and added inertia forces. In the vertical direction, drag
maximum liquid velocity at the positioHl in the case 0R=1.0 anq pressure forces are dominant factors. This indicates that the
mm is smaller than that in the caseR# 0.2 mm.(4) The bubble pypples rise with a speed close to their terminal slip velocity.
positionH for both cases. However, this fluctuation is not causegansient force components. In the horizontal directions, four com-
by “true” turbulence but caused by nonuniformity of the bubblgyonents, i.e., inertia force, pressure gradient force, drag force, and
number density which supplies the momentum in liquid phasg force are balanced at almost the same order. This indicates that
The bubble number density is governed by the motion charactgiz horizontal motion of the bubble is not so simple compared to
istics of bubbles, so that it can be considered that the feature of {gt in the vertical direction. This component rate means that the
turbulent-like fluctuation is essen_tlally different from single-phasganslational motion of bubble depends on the surrounding liquid
turbulent shear flow as well as single-phase thermal plume.  flow which has nonuniform velocity field with transiency. Al-

Liquid Velocity Waveform.  Figure 6 shows time serial wave though it has been frequently reported that the lift force of bubble

form of the liquid phase velocity ) inside and outside the is the most significant factor in multi-dimensional bubbly flow, we

bubble plume. The thin lines and thick lines denote the ones digve to conclude that every factor of force component is impor-
tained at the two-phase region on the center position of the ta nt when liquid flow includes micro scale fluctuation like turbu-
and at the liquid single phase region on the position which is 281t fluctuation.

mm from the tank side wall. Indek, M, andH are the measure-  On the Bubble-Bubble Interaction. In actual bubbly flows,

ment positions the same as Fig. 5. The following interesting Make hubble-bubble interaction due to the liquid flow in the vicinity
ters are recognizedl) A large fluctuation is found in the case ofof the bubble interface is important for dense cases. However, its
large bubble more than in the case of small bubiflein the case effect is neglected as mentioned in assumpt®rbecause of the
of large bubble, the fluctuation frequency reduces owing tg|lowing three reasong1) The flow field around the bubble can
maybe, the two-way interaction effect in which the large bubblase considered as a fluid sphere in case of using silicone oil. There-
elongate the liquid vortices in the vertical directidB) Also, in  fore, the bubble-bubble interaction is not so drastic compared to
the large bubble case, a very high frequency component in it for contaminated bubbles or solid particle®. The modeling
liquid velocity wave form is detected. This appears becausengethodology for the bubble-bubble interaction has not been estab-
d|s_turbance flow is |_nduced_ by the migration of a large bubblghed yet, especially for a middle Reynolds number buttbée,
which has a large slip velocity. , _ 10 to 200. (3) The interaction between the flow around the bubble
Here, the high frequency component in fact8) is of course and the turbulence in surrounding liquid is quite complex.

not numerical order but a partia| Component of so-called pseUdOThese prob|ems are to be set as future targets for the E-L
turbulence(Lance and Bataillg30]). This is because the exactmodel.

two-way interaction for volume or kinematic condition, which is

expressed by Eq3), is calculated. However, the bubble-induced Frequency Response of Bubble. Frequency response of the

turbulence due to the momentum transportation through th@nslational motion of a bubble is studied analytically to clarify

bubble interface is not taken into account in the present governifig traceability to the turbulent fluctuation in liquid phase. For easy

equations. Therefore, the presently obtained component mustUiglerstanding, here, let us consider the one-dimensional transla-

recognized as the “kinematic” pseudo turbulence. Furthermoréional motion of single bubble which has no volume change in

the calculated amplitude depends on the grid volume, becadisilid single phase medium. The equation is given by

liquid velocity is defined by spatial averaged value in the grid dU

volume. (B+7y)——(1+pB)
By adapting the Eulerian-Lagrangian model, a partial compo- dt

nent of pseudo turbulence can be detected according to the setting

grid volume. This kinematic componertbr velocity potential Cp

componentis estimated to have a great effect on the local pres- +3 R—|UG— ULl(Ug—UL)=0, (10)

sure field beyond the grid, because the pressure fluctuation is not G

dissipated locally. Also, it can be an important trigger of the tuhereg is added mass coefficieng,is mass density ratio given by

bulent flow transition in bubbly flows. In the near future, the mopg/p,. . The drag coefficientC, for bubble is given byCp

mentum transportation component of the bubble-induced turbe-A/Re since bubble Reynolds number Re is considered to be

lence is expected to be modeled and introduced to the pressmiall. Here A is constant in Stokes’ formula. This equation can

model. be easily derived from Eq5) by substituting the above defini-

aUé’U
5+L&L
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Table 2 Frequency response of bubble

Actual period

Period Amplitude Phase

7 a (rad) air-water air-5¢St oil
7—® 1.00 0.00
7=20.00 1.05 0.05 42.0s 8.40 s
7=0.86 1.94 0.52 1.9s 0.50 s
7=0.10 2.95 0.13 0.2s 0.05s
7=0.00 300 0.00

PES

w

Amplification Factor
[})

-

10 100
F(H)

1000

Fig. 8 Frequency response characteristics of a spherical
bubble (y=density ratio of dispersion against continuous
phase, m=viscosity factor )

tions, and Vg=const, rg=Rg, u =(U.,0,0), ug

governing equations is formulated with emphasis on the transla-
tional motions of the bubble under the condition that maximum
void fraction is 0.1, and maximum bubble Reynolds number is
110. The following matters are revealed from the simulated
results.

(1) Detailed three-dimensional structure of a bubble plume is
numerically simulated precisely by using the Eulerian-Lagrangian
model where each bubble motion is tracked in a bubbly mixture
which is treated as a continuum. The simulated flow structure
shows good agreement with the experimental observati@)s.
Simulated results show three-dimensional swaying and swirling
structures which are induced by the two-way interaction. These
structures are compared with experimental data and confirmed a
good agreement3) Local liquid flow velocity inside the bubble

=(U_G,0,0)", and the next relation between surface force andume has a high frequency component due to the bubble migra-

inertial force

Vot ml v2u, + SV (Y Dt
P+ up up 3('UL)—>Dt

(11

tion. The present calculated pseudo turbulence is considered to be
the “kinematic” component, since the momentum transportation
through gas-liquid interface is not taken into account in the
present grid-averaged governing equatiddsThe bubbles which

rise up inside the bubble plume has the two dominant force com-

This relation is the Navier-Stokes equation and exact relationgbnents in the vertical direction, i.e., pressure gradient force
the surrounding space of the single bubble is liquid single phagequivalent to buoyancy forgand drag force. To the contrary, a

As the spatial gradient o) is zero, Eq.(11) becomes linear
equation. When periodic flow of liquid phase with frequengy

variety of the force components is contributed to the horizontal
translational motion of the bubble.

u, =sin(wt) is given, the bubble must also have periodic fluctua-

tion; ug=«a sin(wt+ ¢). Then amplification factow and phase
shift ¢ are derived as the following formula

a=+\/1+26 cog ¢)+ 6, 0:&, (12)
V(B+y) 2w’ +9°
B 0 sin(e) _ n _ 3AumL
@A T hcoge) T Brre’ 7 e R
(13)

From this result, as shown in Fig. 8, the following matters are

made clear(1) Amplification factora for bubble(y=0) becomes
3.0 in the case of high frequenc{?) « for heavy particlg(y>1)

decreases in the case of high frequen@®.Bubble has a phase

lead(¢>0) and heavy particle has a phase (ag<0). Their phase

shifts have a maximum value at a particular frequency. This fre-

guency becomes low as the dumping factpis small. These
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Nomenclature

Co
Co

= drag coefficient

lift coefficient

= volume fraction
gravity acceleration

pressure

r,R = bubble radius

Re = Reynolds number
= time

u,U = velocity

tendencies of the translational motion of the bubble are very iffubscripts

portant in discussing the behavior of bubbles in bubbly flow with

large fluctuation like turbulent flows.

k

To evaluate the actual response of the bubble in the bubble
plume, the relation among, «, ¢, and the actual period of liquid

fluctuation is shown in Table 2, where the actual period of veloc- ,

ity fluctuation in water or Silicone o0i{5cSt in kinematic viscos-

ity) is represented in the right side for the case of 1.00 mm radius
bubble. Since these periods are the same time scale of the actuai
fluctuation of the bubble plume, it is expected that this phase shift 5 _
has some influences on the interaction between the two phases ang

turbulence structure in the bubble plume.

gas phase

= label of bubble

liquid phase

slip component
averaging volume
position

initial condition
amplification factor
added mass coefficient
discritization size
overestimated volume fraction

X_

e =
. p = density
7 Concluding Remarks V = spatial derivative operator
The Eulerian-Lagrangian model is applied for three- u = viscosity coefficient

dimensional numerical prediction of a bubble plume. The set of &
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phase shift

DECEMBER 2000, Vol. 122 / 759

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References [17] McDougall, T. J., 1978, “Bubble Plume in Stratified Environments,” J. Fluid
" . . ) - L Mech., 85, pp. 655-672.
(1] gngﬁgsgé I'_"’Aiizz’Rec\),niﬁ;gﬁﬁn:éﬂa:)glosvégo_f%%uIds Containing Small [18] Alam, M. and Arakeri, V. H., 1993, “Observations on Transition in Plain
[2] Ransom, V. H., et al., 1985, “RELAP/MOD2 Code Manual, Vol. 1, Code Bubbl_e PIume_s, J. Fluid Mech254, pp- 363_.380' »
[19] Iguchi, M., Okita, K., Nakatani, T., and Kasai, N., 1997, “Structure of Tur-

Structure, System Models, and Solution Methods,” NUREG/CR-4312, EGG : ) - .
2796. 4 bulent Round Bubbling Jet Generated by Premixed Gas and Liquid Injection,”

[3] Liles, D., et al., 1986, “TRAC-PFI/MOD1, An Advanced Best Estimate Com- ___ Int. J. Multiphase Flow23, No. 2, pp. 249-262. ,
puter Program for Pressurized Water Reactor Thermal-Hydrotic Analysis, {20] Leitch, A. M., and Baines, W. D., 1989, “Liquid Volume Flux in a Weak
NUREG/CP-3858, LA-10157-MS. Bubble Plume,” J. Fluid Mech 205, pp. 77-95.

[4] Kataoka, I., and Serizawa, A., 1989, “Basic Equations of Turbulence in Gasf21] Gross, R. W., and Kuhlman, J. M., 1991, “Three-Component Velocity Mea-
Liquid Two-Phase Flows,” Int. J. Multiphase Flow5-5 pp. 843—-860. surements in a Laboratory Bubble Column,” Proc. Int. Conf. Multiphase Flow

[5] Stewart, C. W., and Crowe, C. T., 1993, “Bubble Dispersion in Free Shear '91-Tsukuba, G. Matsui et al., eds., Japan Society of Multiphase Flow, pp.
Flows,” Int. J. Multiphase Flow19-3 pp. 501-515. 157-163.

[6] Zhang, D. Z., and Prosperetti, A., 1994, “Ensemble Phase-Averaged Equd22| Bhaga, D. and Weber, M. E., 1981, “Bubbles in Viscous Liquids: Shapes,
tions fo_r Bubbly Flows,” Phys. Fluids, No. 9,“pp. 2956-2970. Wakes, and Velocities,” J. Fluid Mechl05, pp. 61—85.

[7] Unverdi, S. O., and Tryggvason, G., 1992, “A Front-Tracking Method for 153 Myraj, ., and Matsumoto, Y., 1998, “Numerical Analysis of Detailed Flow
:)/:)scgsuséI?ncompresgble, Multi-fiuid Flows,” J. Comput. Phy80Q No. 1, Structure in a Bubble Plume,” JSME Int. J., Ser.®}-626 pp. 568—-574.

[8] Esmaeeli, A., and Tryggvason, G., 1996, “An Inverse Energy Cascade ill;24] Plesset, M. S., and Presperetti, A. 1977, “Bubble Dynamics and Cavitation,”

Two-Dimensional Low Reynolds Number Bubbly Flows,” J. Fluid Mech., Annu. Rev. Fluid Mech.9, pp. 587_,616' . . . )

314, pp. 315-336. [25] Batc_helor, G. K., 1967An Introduction to Fluid Dynami¢sCambridge Uni-
[9] Murai, Y., and Matsumoto, Y., 1994, “The Transient Flow Structure of versity Press, pp. 452-455.

Bubble Mixtured Liquid Jets,” ASME-FED185, pp. 203—208. [26] Auton, T. R., 1987, “The Lift Force on a Spherical Body in a Rotational
[10] Druzhinin, O. A. and Elghobashi, S., 1998, “Direct Numerical Simulation of Flow,” J. Fluid Mech.,183 pp. 199-212.

Bubble-Laden Turbulent Flows Using the Two-Fluid Formulation,” Phys. Flu- [27] Auton, T. R., Hunt, J. C. R., and Prud’homme, M., 1988, “The Force Exerted

ids, 10, No. 3, pp. 685-697. on a Body in Inviscid Unsteady Non-Uniform Rotational Flow,” J. Fluid
[11] Hassan, Y. A., and Canaan, R. E., 1991, “Full-Field Bubbly Flow Velocity Mech.,197, pp. 241—-260.

Measurements Using a Multiframe Particle Tracking Technique,” Exp. Fluids 28] Moore, D. W., 1959, “The Rise of a Gas Bubble in a Viscous Liquid,” J.

12, pp. 49-56. . ] _ ) Fluid Mech.,6, pp. 113-130.
[12] Sridhar, G., and Katz, J., 1995, "Drag and Lift Forces on Microscopic Bubblegog] Hirt, C. W., and Cook, J. L., 1972, “Calculating Three-Dimensional Flows
Entrained by a Vortex,” Phys. Fluids A, pp. 389-402. Around Structures and over Rough Terrain,” J. Comput. PH\@.pp. 324—

[13] Ruetsch, G. R., and Meiburg, E., 1993, “On the Motion of Small Spherical
Bubbles in Two-Dimensional Vortical Flow,” Phys. Fluids A, pp. 2326—
2340.

340.
[30] Lance, M., and Bataille, J., 1991, “Turbulence in the Liquid Phase of a Uni-

[14] Michaelides, E. E., 1997, “Review—The Transient Equation of Motion for form BubAny Air-Water Flow,” J. F“iid Mech.222 pp..95—1‘20.l .
Particles, Bubbles, and Droplets,” ASME J. Fluids EAdS, pp. 233—247. [31] Takewaki, H., and Yabe, T., 1987, “The CIP Method; Application to Nonlin-

[15] Rietema, K., and Ottengraf, P. P., 1970, “Laminar Liquid Circulation and ear and Multi-Dimensional Hyperbolic Equations,” J. Comput. Phy8, pp.
Bubble Street Formation in a Gas-Liquid System,” Trans. Inst. Chem. Eng.,  345-356.

48, pp. 54-62. [32] snow, J. T., Church, C. R., and Bahnhart, B. J., 1980, “An Investigation of the
[16] Hussain, N. A., and Siegel, R., 1976, “Liquid Jet Pumped by Rising Gas Surface Pressure Fields Beneath Simulated Tornado Cyclones,” J. Atmos.
Bubbles,” ASME J. Fluids Eng98, pp. 49-61. Sci., 77, pp. 1013-1026.
760 / Vol. 122, DECEMBER 2000 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Two-Phase Flow Pressure Drop in
Right Angle Bends

Gas-liquid two-phase bubbly flows in right angle bends have been studied. Numerical
predictions of the flow in right angle bends are made from first principles using an

Edward Graf Eulerian-Eulerian two-fluid model. The flow geometry includes a sufficiently long inlet
Ingersoll Dresser Pumps, duct section to assure fully developed flow conditions into the bend. The strong flow
Phillipsburg, NJ 08865-2797 stratification encountered in these flows warrant the use of Eulerian-Eulerian description
of the flow, and may have implications for flow boiling in U-bends. The computational
Sudhakar Neti model includes the finer details associated with turbulence behavior and a robust void
Lehigh University, fraction algorithm necessary for the prediction of such a flow. The flow in the bend is
Bethlehem, PA 18015-3085 strongly affected by the centrifugal forces, and results in large void fractions at the inner

part of the bend. Numerical predictions of pressure drop for the flow with different bend
radii and duct aspect ratios are presented, and are in general agreement with data in the
literature. Measurements of pressure drop for an air-water bubbly flow in a bend with a
nondimensional bend radius of 5.5 have also been performed, and these pressure drop
measurements also substantiate the computations described above. In addition to the
global pressure drop for the bend, the pressure variations across the cross section of the
duct that give rise to the fluid migration (due to centrifugal forces), and stratification of
the phases are interesting in their own righ§0098-220200)01004-X

Introduction all total pressure loss since this is typically the most difficult vari-
ble to accurately quantify in any numerical algorithm. The com-
utational model used includes the finer details associated with

Bubbly two-phase flows are very common in industry. Suc@
t%rbulence behavior and a robust void fraction algorithm neces-

flows occur in numerous industrial settings including turbomac
:gglr(yc’)folljln;e;'rggf;’n anﬁlq Qu%%ai‘;t{ c?r?(é)tgﬁé sﬂi}guzagxaczﬁg ;?5 ry for the prediction of such a flow. Numerical predictions of

. 9, P - essure drop for the flow with different bend radii and duct as-
ciated transport phenomenon have been very empirical. TH]

present work deals with the description and the prediction of su I§Ct ratios are presented. The mathematical modeling and numeri-

phenomenon from first principles based on some recent successatlalsteChn'que are validated by comparison with _the au'ghors mea-
by the authors surements of pressure drop as well as with data in the literature for

The presence of the second phase enhances the transport %}ﬁg'-ght and curved duct two-phase flows. The authors’ measure-

; . ents are for an air-water bubbly flow in a bend with a nondi-
nomenon in such flows, and quite often such flows are used Oensional bend radius of 5.5

improve mixing and other processes. While the most commdi e

occurrence of bubbly flows is associated with boiling processes,

the secondgag phase is some times deliberately added to thReview of Two-Phase Flow Techniques

liquid to enhance transport. The pressure drop associated W'”]\/Iulti-phase flows are classified into the following flow regimes

two-phase flows is usually larger than that in single-phase flo . - . _
As it turns out, even very smalmass additions of the secondmgased on the interactions between the phases: bubbly, slug, annu

hase increase the flow pressure drob substantially. Eor this lar, and dispersed flows. These regimes are essentially based on
gther reasons measurenrw)ents and prrédiction of pr}tla'ssure droalﬂl topological differences in the flows. Modern approaches to the

' ; ; . .modeling of two-phase flows can be divided into two broad
two-phass flows are of great |ntere|sf} t% tge |ndustr|all commuhnlt I'asseS'gIocaIIy hopmogeneous analyses and separated flow analy-
Recent advances in computational fluid dynamics, along with t . L ) : ; h
availability of larger and faster computer facilities, have made i%s. The majority of two-phase experimental data is for homoge

possible for the numerical description of two-phase flows usin eggﬁrﬂgx\;‘; ggg;)?gizm?gu;rcl;lt?:l/ﬂ?nﬁzsﬁé;lsj|V\ilr?”u%?jgl?set;rellﬁ:lzd
Navier-Stokes equations. The present work describes the predigct .. e .
tion of two-phasqe flow pressufe drop in ducts and right gng§ﬁatlfled flows of the kind in a bend. Separated flow analysis
bends ificludes Direct Numerical Simulation, Drift Flugmixture) mod-
The.flow geometry studied here includes a sufficiently Ionels, Eulerian/Lagrangian models where the continuum is treated
inlet duct section to assure fully developed flow conditions imggaﬁuiI:rrwlarrr:eTheggger?g(ihtgeEcljjllsetrrilgerj/tEﬂIgr?::g-fli it(;)ear‘;%% :Iy La-
the bend. The flow in the bend is strongly affected by the centrifif- 9 \

) . . . ere both the fluids are assumed to be part of an inter-
gal forces, and results in larger void fractions at the inner partr\é/gnetraﬂng continuum. Given the processor speeds and storage

the bend. The strong flow stratification encountered in these roC nabilities of today’s computers, Eulerian/Lagrangian and

warrants the use of Eulerian-Eulerian description of the flow, a ulerian/Eulerian models are the most advanced procedures that

the results may have implications for flow boiling in U-bends. Th h
computed bubble trajectories through the vertical straight sectifﬁ"n be used to predict turbulent transport phenomena for the com-
&

ninety-degr(_ae be_nd and the ;u_bsequent horizontal bend comp &; \f/llovwo%e?rgwggﬁs(;xglocil) %Lﬁ?jﬁ??m%ﬁ?aegsflows can be
very well with high speed digital photographs that were made. . . . .

However, what is more interesting is the good agreement in ov rI-Ed'CtEd with an Eulerian/Lagrangian scherfibe latter for

' ubbleg with a two-equation model to describe the turbulence
(Neti et al.[1]). Such a model includes the effect of the dispersed

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionphase on the mean continuum properniérsm the Lagrangian

January 6, 1998; revised manuscript received June 19, 2000. Associate Techriigdiction, the effect of the bubbles on the turbu[ence, find the
Editor: M. Sommerfeld. effect of turbulence on the bubbles. For larger void fractioms (
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>0.1), Eulerian/Eulerian methods are more suitable, particuladghieved to within some required tolerangesually larger than

for large phase density ratios and if body forces are important.thAe gas phase contributiprunrealistically high or low void frac-
number of two-fluid two-phase one and two-dimensional comption results can be computed. This is especially serious in regions
tations have recently been reported. Satyamurthy ¢2htonsid- with little flow. Even small mass residuals result in large void
ers a one-dimensional steady-state simulation of liquid metal vehanges. The analysis of two-phase flow in a two-dimensional
tical flows in the bubble, churn turbulent, and slug regimeslriven cavity with a moving wallGraf et al.[3]) was a particu-
Comparisons are made with data for both void fraction profildarly good test for evaluating this phenomenon since the flows
and total pressure drop. Graf et 8], have presented predictionsentering and leaving the finite volumes at the core of the vortex
of bubbly flow in a driven cavity with an average void fraction ofwere rather small. The solution to this was to add an effective
0.3 (with local levels even greaterDe Ming et al.[4] have pre- mass residual termSg) resulting from the linearization of the
sented a computation of a two-dimensional bubbly flow in a sudeurce term. This helps the procedure since then the mass residu-
den enlargement using a finite volume scheme incorporatingals are not large enough to destabilize the void fraction
two-phase modifiedt-¢ turbulence model. calculation.

We present here a robust algorithm for fully three-dimensional The procedures used for the prediction of the bubbly flows are
flows and illustrative computations. Grigf] has presented details described in general terms above. The next few sections present
of the three-dimensional flow features for the basic geometridstails with regard to the equations solved, turbulence-modeling,
considered here, including lateral void distributions and bubbédfects of bubbles on turbulence, turbulence modeling of the dis-
trajectories. Overall pressure loss predictions and comparisgersed phase, and issues pertaining to interfacial momentum
with data in such complex flows are discussed presently. transfer.

) Equations and Solution Details. The steady, turbulent, in-
Computational Scheme compressible, noncondensing, two-fluid, two-phase flow in the

The salient features of the computational procedures applicaiéct bend are described by a set of equations in toroidal coordi-
for the Eulerian/Eulerian procedures are briefly described here d}feS: The governing equations are formulated in primitive vari-
additional details are presented extensively elsewt®raf[5]). able form: i.e., the dependent velocitias, v, w, local static
Steady, incompressible, noncondensing, two-comporferg., Pressurep, and void fract.lona, are sol\_/ed for directly. In vector .
water-aij, turbulent, bubbly flows with no phase change are cofform the mass conservation, void fraction, and pressure correction
sidered. Density difference between the two phases is large &f#ations are

thus buoyancy forces can be important. Reynolds numbers are — —
1 b j / V-(apU) V-(apU);

assumed to be high and the local properties of the gaseous and 1)
liquid phases are not assumed to be the same. The differences in Piref P2ret

the individual phase velocities, and other properties, and their ef- _ _

fect on turbulence intensity play a role in determining the overall V- (apU), N V-(apU), _o @

pressure drop.
The flows in the duct and the right angle duct bend are three- )
dimensional in nature. The axial velocityy is assumed to be Momentum Equations are:
alongz direction, the primary flow direction. The andv com- — _ —
ponents of velocityin the x andy directiong are the cross plane V- (apUU) =~ Vp+ V- a7+ ayp @+ M =0 3)
components. The treatment of the equations for bot_h the phasegjsreris the shear stresg,is the acceleration due to gravityl,.
similar except for_the source terms. '_I'he b_ubbles in the presggtine interphase momentum per unit volume, and the subscript
model share “their space” with the liquid in the same controk—1 2 refers to the two phases. The equations for the right angle
volumes. As a result, the two fluids can be thought of as intefang are in fact solved in toroidal coordinates with rectangular
penetrating continua. ) grids for the cross plane representations. The generalized inter-
Prediction of two-phase flows such as those described ab%se momentum transfe¥),, can include all relevant forces,
involves the solution of several coupled partial differential €QUancluding drag, lateral lift force, virtual mass, and Basset forces.
tions. These include six Reynolds averaged momentum equatigi modeling of these forces is considered in a subsequent
(three for each phagea continuity equation for each phase, tWQsgction.
to four for turbulence equationdfor a modified isotropick-e The partial differential equations described above are dis-
mode), and other equations for the scalars. This translates to thetized using hybrid differencin¢Patankari8]) on a staggered
solution of thousands of coupled linear equations in the digig, and the resulting set of algebraic equations is solved. This
cretized domain. _ approach is useful in avoiding pressure-velocity decoupling in the
The equations governing the turbulent flow through the 90 d@gmputation of incompressible flowBatankai8]). The solution
bend are parabolic in nature even for fairly tight betidsmphrey  ,rqcedure consisted of solving the flow equations using the SIM-
[6]), and thus a marching solution with two-dimensional storags| gc algorithm(Van Doormal[9]).
for all major variables is used. Pressure is stored as a threegne of the major challenges for a two-fluid bubbly flow model
dimensional variable to provide better feedback between the axiglyp algorithm for computing the void fractigrolume fraction
and cross plane momentum equations. of dispersed phaseSince the two phases are of very different
_Two-phase flows with large phase density differences pose afknsities(e.g., 1000:1 for water: air the effect of the heavier
ditional difficulties in computation. The lighter phase despite oGyig would totally mask any contributions from the lighter fluid.
cupying significant space and moving with a noticeably differerty zjjeviate this, the mass conservation equations are normalized
velocity does not contribute much mass. Thus the second ph?ﬁetheir reference densitieCarver([7]). The Eulerian/Eulerian
has little impact on the mass continuity. Cary@t has proposed scheme needs special attention in handling several aspects of the
ways to minimize this problem by normalizing the equations byacong phase such as limiting of void fraction(®1), and other
their appr_opriate densities, and these ideas are used in the preg&iifes related to the use of the two continuity equations. The
computations. ) . equation for the void fraction shown above was constructed by
Care has to be taken in the numerics to ensure that the cofiptracting the continuity equations for the two phases from one

puted void fraction is bounde,1). This latter condition is par- gnother. The volume fraction of the continuous phase, denoted as
ticularly important and difficult to achieve when the primarynase 1, was eliminated by the relation

(axial) flow is small or nonexistent. Since the mass conservation
for each finite volume and the whole domain in turn can only be atar,=1 (4)

P1ref P2ref
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The general form of the equation being solved for the local voidas felt that the test geometry, i.&/D=5.5, would be a gentle
fraction, a, can be written in the form enough bend for the application of the proposed isotropic turbu-
lence model. We have used various algebraic curvature correction
apAp= ahet ayAyt anAnt asAst a Ayt aghAgt S, (5)  models as well as solved additional transport equatioes Al-
. _gebraic Reynolds Stress Modete improve the quality of single-
Such an approach was found to be unstable. It violated the C”?ﬁiase turbulent computations. It was felt that the first application
rion that (Patankaf8]): of a two-phase modified turbulence model for a fully three-
dimensional problem should not resort to a higher order turbu-
A= 2 Anp (6) lence model if it could rationally be avoided. Certainly more com-
plex two-phase turbulence models can be tried within the
The coefficient ofA, originally did not meet the criterion above. ramework of the present solution algorithm.
It was necessary to subtract from the termsAgfthe sum of the _The source terms in the transport equations of the turbulence
two continuity equations with each normalized by its referencgriables arise naturally from the addition of the interphase mo-
density in a somewhat modified form. The continuity equatiof'€Ntum term to the momentum equations. The turbulent kinetic
contains the local void fraction. So introducing it directly woulcN€rgy transport equation is
bring the void fraction at surrounding nodé¥, S, E, W, U, and —
D) into the coefficient for the void fraction at the point of solution pU- VK=V (I'VK)+G—pe+Sc ™

(P). This would not readily permit the solution of the equation sethe transport equation for (i.e., the rate of dissipation df) is
at each node. A simplifying assumption was mafie this term

only), that the local void fraction at the neighbors Bfare all = Cie Cope?
equal to the value &. This is similar in logic to the approxima- pU-Ve=V-(I';Ve)+ KT S ®)

tions made in the SIMPLE and SIMPLEC algorithms. With this ) o o
addition, the criterion for the coefficients & described above is ~ These equations allow for the possibility that the distributed
met. phase either increase or suppress the continuous phase turbulence

The iterative solution procedure uses an initial estimate of tiénce the bubbles interact with the continuous phase to both create
pressure field. Thai, v, andw momentum equations for the @nd dissipate turbulence. The continuous phase turbulence has
continuum phase and then for the distributed phase are solvgen found to be suppressed by the presence of the dispersed
Next, the difference between the continuity equatiovmalized Phase in highly turbulent flows. Simpler models that assume that
by the reference densitys used to determine the correction to théhe total turbulence is the sum of the wall shear-induced turbu-
pressure fieldCarver[6]). Theu, v, andw equations are resolved lence and the bubble induced turbulence always result in an in-
until a certain convergence is achieved. The sum of the continufi§gase in turbulence. )
equationgnormalized by the reference densifiesused to deter- ~ Nondimensionalized bubble ratios between 0.04 and 0.20 were
mine the void fraction distribution. Finally, the equations for angonsidered. This range was chosen so as to study flows in which

transported scalars are solved and the procedure repeated @@|Pubble diameter was both smaller and larger than the integral
convergence. length scale of turbulence expected for single-phase duct flow

(i.e., 0.08. The interaction of the bubbles with the turbulent ed-

Turbulence Modeling. Previous two-fluid algorithms in the dies associated with duct flow are expected to result in a break-up
literature have used either algebraic turbulence models or egf-eddies and an overall reduction in the turbulent length scale. A
ployed higher-level turbulence models only for the continuougyo-phase modification of the mixing length= xy) is suggested
phase. The dispersed phase turbulent eddy viscosity in theag Taeweel and Landafil3]), and was also used for two-phase
works has often been assumed proportional to the continudisivs by Neti and Mohammefd]. For a flow with quality x, and
phase diffusivity(i.e., a particle Prandtl numberAnother ap- with bubble and hydraulic diameters,andD, respectively x1p
proach for computing the turbulent eddy viscosity of the distrihs wyritten as: xkp= k®Z; and ®2=[1—(xd/D)(pg/p.—1)].
uted phase is to relate it to the continuous phase turbulent viscgs resuits in a two-phase length scale that is less than it is for
ity by means of an algebraic equation. The theory of a particlgngje.phase. Smaller bubbles are considered less likely to cause

dispersed in a turbulent flow field based on the work of Tchefe hreak up of a turbulent eddy. The turbulent viscosity is finally
[10] and Peskir{11] provides such an algebraic equation. Th'%omputed asy=C ks, where CI=1.44, C,(=1.92, and
uKle, 44, 92,

modeling approach has been by Mostafa ef{&]. Turbulent ' —q g) are the standard constants in te turbulence
flows reported in a previous worlGraf and Neti3]) were com- m%del.

puted both by using a constant particle Prandtl number as well as
by applying a two-phase modified two-equatioz model to the Liquid Turbulence Modification Induced by Bubbles. The
distributed phase as well as the continuous phase. While there wasraction of the dispersed phageibbles/particleswith the con-
some improvement noted for high void fraction simulations, itinuum phase fluid tends to modify the fluid turbulence. Wang
general it was concluded that the additional run-times and ret al.[14] have reported turbulence measurements in bubbly flows
sources required did not warrant the inclusion of two additionaind have described the effects of the bubbles on the flow. Usually,
PDEs. the presence of the bubbles in a flow gives rise to an increase of
In this work, a modified isotropidk-¢ turbulence model that turbulence. Consider the changes induced in the present curved
accounts for the presence of the bubbles by the addition of southect test rig when bubbles are injected into what is originally a
terms is used. A turbulent viscosity is computed after solving f@ingle-phase flow. There are strong lateral and longitudinal pres-
k, the turbulent kinetic energy, and the dissipation of kinetic sure gradients in the flow. These pressure gradients will generate
energy. The proposed isotropic turbulence model becomes leéfferent fluid and bubble accelerations due to the mass differ-
accurate in describing complex flows where significant anisences between the two phases. This relative acceleration between
tropic rate-of-strain components might be pregele to stream- the two phases can be expected to cause additional velocity
line curvature or rotation or separation, tSingle-phase turbu- fluctuations.
lent flow computations were performed for bends of increasingly The effect of the dispersed phase on mean quantities of velocity
tight radius and compared with existing data. The standasd and void fraction lead to theories in which the von Karman con-
turbulence model yielded reasonable predictions for normalizethnt is modified by the presence of the bubbles. Hitfg and
radius ratios as low as 2.3. Due to the segregation of the phasd&sti and Mohammedil] report theories in which the von Karman
the two-phase bend that can adequately be computed with an isonstant is modified to account for the local presence of the dis-
tropic turbulence model is probably not as tightRD =2.3. It tributed phase.
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In the present work a two-phase turbulence model is used tlmatbble or particle density approaches exceedsthat of the con-
appears naturally from the derivation of the transport equatiori;iuous phase. Mostafa and MondiE?] have used this approach
These equations are derived from the momentum equatiofas, turbulent bubbly jet flows.
which for two-phase flows include a momentum interchange

force. When the transport equations are derived additional termd10deling of the Interphase Momentum Transfer, M. The
result, which are included as source terms for bothkhand & numerical algorithm presented in the previous section can be ap-

equations(these are denoted & and S,, respectively. The plied to a wide variety of two-phase flow programs beyond the
present turbulence model as derived in this work is consistent w rkf repgrtNed _h%eln,_rﬁ.g._, the ENo-phase driven caV|t¥M;I)robIem
that given by Wang et aJ16]. This is unlikely to be the last word {=al an etif20]). The interphase momentum transféd,,

on two-phase turbulence transport modeling, but a pIausiHFé“St include all the relevant forces for the problem under consid-

model that will be improved upon with further experimental an§"ation; most commonly:
numerical studies. = . ,

The transport equations fér ande given above include addi- Mic=Forag" Fatera Lit™ Fuinual vasst Fsasser (13
tional source terms, in the turbulent kinetic energy equation and3ased on the work done at Harwell Laborat¢dpyanti and He-
S, in the dissipation equation. These additional terms arise in tHéit [18]), the inter-phase friction force added to tble momen-
development of the two-phase turbulent transport equations fréein equation is
the momentum equations. The presence of the interfacial

; - 3 ayCppy
momentum-exchange force term in the momentum equation re- drag:ZTVrel(Uil_UiZ) (14)
sults in these terms appearing in the turbulence model.
S,=2*CNSTAC,— 1)k ©) The drag coefficient is:
24 .
S,=2*CNSTAC,—1)e (10) Co=pg (1101 R¢™) (15)

where, C, is the ratio of dispersed phase to continuous phaseThe above drag coefficient is for a spherical bubble. High speed
turbulent velocity fluctuation. It is set equal to 1.5 in this WO”bhotography of all sections of the test loop showed that the frac-
based on Wang et g16]. ~ tion of bubbles distorted to aspect ratios greater than 1.1 was not
While these expressions for the source terms are relativghtge; there were, however, some bubbles with aspect ratios as
simple, they permit solutions in which the turbulence is sumigh as 1.5. A distributed phase that is not spherical will have an
pressed as well as incremented. Additionally, they satisfy the cQfcreased average drag coefficient. Computation of the bubble dis-
dition (de Bertodano et al[17]) derived from(7) and (8) for tortion was not considered necessary for the present problem and

bubbles rising in a stagnant duct: would not have been straightforward. Bunner and Tryggvason
[21] presented results of a direct numerical simulation of a finite

s :fsk (11) number of bubbles rising in a square cross-section duct. The Rey-

°k nolds number based on bubble rise velocity was eighteen. A front-

. . . tracking finite difference Eulerian/Lagrangian method was used to

Turbulence Modeling for the Dispersed Phase. It is ex- getermine bubble shapes. This method is extremely compute in-
pected that for bubbly flows the turbulence in the dispersed phaggsive and limited to low Reynolds number flows.
will be much less important in determining the overall flow field g\ pples in the flow are subjected to shear driven lift forces.
compared to the turbulence in the continuous phiesnard These |ift forces tend to concentrate bubbles toward near wall
et al. [18]). Then it might be sufficient to model the dlspers_eqiegions_ This effect is strongest at the end of the vertical section
phase turbul_ent eddy viscosity by treating the bubbles as particlggy gives rise to the so called “chimney effect” as reported in
suspended in a turbulent stream. The theory of TdHé} and  ymerous experimental studies. Saffnia@,23 calculated these
Peskin[11] as modified by So¢19] gives a ratio of particle tur- jit forces for a sphere moving through a simple shear flow, with
bulent viscosity to the continuous phase turbulent ViSCdSRr-  yegylts applicable to low Reynolds number, low shear flows. Mei
ticle turbulent Prandtl numbe)’by computing the statistics of an 5 Klausne24] extended Saffman’s work for finite Reynolds
individual particle interacting with the turbulent eddies of the conyympers and finite shear rates. Saffman’s theory with Mei and
tinuous phase. The particle turbulent Prandtl number depends@aysner’s corrections is implemented in the present computa-
the ratio of particle impulse response time to the time a fluiglns to predict the movement of bubbles toward regions of larger
particle remains in a velocity correlated region; this ratio is calleghear rates. The implementation of the Saffman force for the de-
the impulse response parameter and is denoted.bly is similar  ermination of lateral void distributions was found to be better
to the momentum exchange coefficient. The ratio of the Lagrangran the procedure used for pipe flow calculations which was
ian microscale of turbulence to the Eulerian so@le., \/\g) IS pased on turbulence parametei@ang et al.[16]). Saffman

important in determining this relationship. For a spherical partic@zza computed the lift force for a sphere moving through a
or bubble: simple shear flow:

) ) d\?2
K= ﬁRepanide Pparticle dpamcle (12) /vLVreI(_) 05
18 Pcontinuous N = _81'2 2 here: k=VV.

. ) . . o . IateraFET where: k=VV g (16)

When the “particle” is an air bubble in a liquid the density
ratio is approximately 1/1000, and is small. Thus the particle  This result is valid only for very small Reynolds numbers and
eddy diffusivity is seen to approach unity. The calculations in thisw shear rates. Mei and Klausneg4] extended Saffman’s work
study were carried out by setting the bubble turbulent Pranddr finite Reynolds number and finite shear rates. Their lift force
number equal to unity. reduces to Saffman’s as the Reynolds number approaches zero but

There is an intermediate approach between assuming a bultides a lower value elsewhere. The present algorithm properly com-
turbulent Prandtl number equal to unity and solving an additionpltes the peaking of bubble concentrations at the perimeter of the
two-equation turbulence model. The theory of TcHa0] and duct as the flow mover vertically upwards.
Peskin[11] can be incorporated into the model, so that a local A virtual mass force arises when the bubbles accelerate through
bubble turbulent Prandtl number is implicitly calculated. This apthe surrounding continuous phase. A bubble experiences a resist-
proach appears to be promising especially for flows where tieg force equal to one-half the mass of the displaced fluid times
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Fig. 1 Schematic of the right angle duct bend with pressure taps used in the ex-
periments

the acceleration of the bubble. Using the model for the virtual High-speed digital photographs were made throughout the test
mass force as given by Drew et 25| it can be shown that this section. This served to quantify the change in the lateral distribu-
force contribution can be neglected for the steady flow simuléion of bubbles throughout the three different sections of the test
tions presently being considered. However, for many flows thity. The computed void distributions compared well with this flow
will not be the case, e.g., explosive flows with high spatialisualization even at the exit of the bend exit where the bubbles
accelerations. move rapidly from the inside of the bend to the top of the hori-
The Basset force arises from the acceleration induced changeatal duct(Graf [5]).
of the viscous drag and the unsteady boundary-layer developmentThe test section with the right angle bend was instrumented
For the present class of problems, this force is also neglected.with sixteen pressure taps. A schematic of the right angle bend
used in the present experiments with the pressure taps is shown in
Experimental Apparatus and Methods Fig. 1. Pressure taps were located on the inside as well as the
Pressure drop measurements for a water-air bubbly flow inogtside radius of the duct bend, and care was taken to ensure that
(ke taps were flush inside the duct. Pressure differences were mea-

right angle bend with a nondimensional bend radius of 5.5 are al ) . - ;
included in the results presented here. The methods used for $ed With a calibrated Validyne DP 15-20 reluctance type differ-

ressure drop measurements and a description of the appar&fii@! Pressure transducer. The transducer with the diaphragm
Esed are givéon here. P PPATESEd had range of 88 mm,& with a resolution of 0.02 mm. The

The test section was made of transparent Plexiglas and cdfgnsducer output could be read with a Validyne CD379 pressure
sisted of a 25-mm side vertical square duct followed by the 90 dg{pP'ay meter and was recorded with the help of a Data Transla-
bend with a horizontal square duct down stream of it. The vertichpn DT-2805 A/D board with 12 bit resolution and an IBM com-
duct was 48 hydraulic diameters long, and the curved duct had@liPle personal computer. Pressure differences were measured by
mean radius to hydraulic diameter ratio of 5.5. The horizontal dugpnnecting the appropriate pressure taps to the transducer ports.

was 15 hydraulic diameters long. The test section was part oP%€ to the turbulent nature of the flow, the pressure measurements
two-phase flow loop made up of 37-mfh.5 in) stainless steel WEre time variant with fluctuations. The data reported here are the

piping. It included a pumg1/3 HP, 10 GPM), a collection tank result of averaging such fluctuating data over sufficiently long

upstream of the pump, a water-air tank after the test section({p0 data points in 10 secongeriods.
flow meter and the necessary flow control valves. The water fIO\ﬁ- | d Di .
meter(drag type float met@émwas calibrated by diverting and col- esults an IScussion

lecting water into a weighing tank for a measured time. Com- Results of the computational procedure and the experiments
pressed air at the desired pressure could be injected through adsstcribed above for two-phase bubbly flow in a vertical duct, a
of tube manifolds into the water flow at the bottom of the verticaight angle bend, and a horizontal square duct are described here.
square duct. The airflow tubes had 0.5 mm diameter holes for theo-phase pressure drop in the ducts and the bend are shown in
generation of the bubbles. The injected airflow was measured witrms of the two-phase loss multiplier, which is the ratio of two-

a calibrated gas rotameter. phase pressure drop to the pressure drop that would occur if the
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Fig. 4 Two-phase multiplier for pressure drop versus Marti-

Fig. 2 Two-phase multiplier for pressure drop versus Marti- nelli parameter for a vertical duct

nelli parameter for a right angle bend

(Fig. 2. As per their choice, the square root of the two-phase loss

flow were liquid only. Figures 24 show the computationally Preoefficient is plotted as a function of the Martinelli parameter.

dicted and measured values of two-phase loss multipliers alofig, "6 bresent experimental measurements are for a square
with available empirical correlations. The two-phase loss muléﬁ

. . . . . Juct bend and Chisholm’s were for a circular pipe bend, the
lier for the flow in the right angle bend is shown as a function . ! :
{)he Martinelli flow pararr?eterxg as presented by Chisholm and resent pressure drop measurements seem to agree quite well with

their data. The pressure drop predictions from the present compu-

Laird [26]. tational show good agreement with Chisholm’s empirical data.
APL\O5 (G |\ @My \ M2 g\ O The empirical loss correlation depends only on the amount of the
= A_Pg = G_) /L_ E (17) gas present in the two-phase flow. Our computed pressure drop
9 g

data has at least a weak dependence on the bubble size among
This expression can be simplifiedrif the power of the Reynolds other things. The computational predictions plotted are for 5-mm
number in the friction factor relation, is taken as 0(B., turbu- diameter bubbles. Pressure losses are about 10 percent higher for

lent flow in smooth tubes 1 mm bubbles, and could explain discrepancies based on bubble
G, 0875 0.125 05 sizes. More detailed experiments and additional computations are

X = (_L) (ﬂ) (p_G) (18) needed before more definitive statements can be made in this re-

(€1 27} PL gard. The present numerical computations appear to somewhat

where,G represents the mass flow ratpsand u are density and underestimate the pressure losses for two-phase flow in a right

dynamic viscosity respectively, with subscritsndg represent- angle bend. ) . -

ing the liquid and gas phases. Larger amounts of the lighter phaséréssure drop in a two-phase flow consists of contributions

(air) correspond to lower values of. rom frictional loss, acceleration effects and gravitational influ-
The computed and experimentally measured values of twB?Ce: The hydrostatic head in vertical ducts is normally not

phase loss multiplier for the duct bend are compared in Fig. 2 wifipunted as part of the pressure losses. Thus the Lockhart-
the measurements of Chisholf27] for a right angle bend in a Martinelli two-phase loss multipliefwWallis [28]) is the same for
circular pipe. Chisholm’s data are f&®/D values ofe (i.e. horizontal as well as vertical pipes. The two-phase loss coefficient

straight pipe, 5.02, and 2.36. A curve fit of the above data covin the horizontal section down stream of the right angle bend is

ering the above nondimensional pipe radii has been determingtPWn in Fig. 3. The horizontal duct after the bend is only about
15 diameters long, and the pressure drop in this duct is probably

influenced by the nature of flow coming out of the bend. The
measured pressure losses were larger than those based on the
10 ‘v Lockhart-Martinelli curve as reported by Chisholm and Laird
[26]. The computed pressure losses are again lower than the cor-
relation but the trend appears to be correct. A comparison of the
Loby pressure loss coefficient for a vertical duct is shown in Fig. 4, and
hapy |, again the computations underpredict the correlation.
—~ e The consistent under prediction of the pressure losses by the
T . computation could be an indication of the need for change in
M TIND Tesent 4,0 some basic assumptions made for the boundary conditions. The
o a . .
:7,->t;~..,. near wall velocity(and shearare determined per the log-law wall
0.1 i function for the turbulent boundary layer. To accommodate two-
phase flow effects, the mixing length=f ky) has been modified
using k1p. For a flow with quality,x, and with bubble and hy-
draulic diametersd andD, «1p, Which is written as a function of
quality, bubble and hydraulic diameters. For the bubbly flows in
10 100 500  question, further modifications of the log-law may be necessary to
predict the wall shear better.
The effect of void fraction on pressure drop in a right angle
Fig. 3 Two-phase multiplier for pressure drop versus Marti- bend is shown more explicitly in Fig. 5 where the two-phase
nelli parameter for a horizontal duct pressure loss coefficient is plotted as a function of void fraction.

1

(Two-Phase Multiplier) -
()

0.01

X Parameter
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The loss coefficient is defined as: loss coefficieAp/ iyt

whereAp is the pressure change angl: is the inlet dynamic

head. As expected, increase in void fraction results in increased _ . _ .
pressure drop. This is possibly due to the earlier formation of multiple vortex

The bend radius is an important parameter in determining tipairs in the bend with their resulting increase in shear.
flow conditions and phase segregation. Effects of bend radius onThe flow in a bend results in substantial phase segregation due
pressure drop are shown in Fig. 6. Single-phase flow typicaltp the body forces. Initially the bubbles enter the vertical duct
shows a minimum loss at a dimensionless radius f@&o, R/D) bend with peaked values near the walls, and with symmetric dis-
between two and three. Diffusion losses are the major contributsibution. About half way through the bend, the bubbles are
to overall losses when the radius ratio is less than two. Watlostly concentrated at the inner radii with the outer radii of the
friction losses begin to predominate for flows with radius ratiobend filled with liquid, see computations and digital photographs
greater than this. For single-phase flow, the predicted pressinésraf[5]. The bubbles end up at the outer radiip of the benyl
drop is slightly higher than the data reported by Bleyi2g]. The near the exit of the bend. Such transport of the phases requires
present parabolic predictive scheme is not suitable for computirgther complicated cross plane distributions of pressure in the
flows in smaller radius ratio ducts where elliptic effects and flowluct. These cross plane pressure differences are shown in Fig. 8.
separation may be important. The two-phase loss prediction indire present experimental measurements of these cross plane pres-
cates that a minimum loss occurs for a radius ratio between figgre variations and the computed gradients are in general agree-
and six. This is higher than that found for single-phase flow. Theent. The present data show that some lateral pressure gradient
phase segregation that occurs with two-phase flows may be #xists at the inlet to the berlde., at the O deg planeHowever,
reason for this difference. The lighter phase fills the inner part e present computational method does not predict this effect. The
the right angle bend. It is expected that this blockage will exacezxperimental data indicates that the maximum pressure gradient
bate the increasing pressure loss that octinrsingle-phase floyv - occurs at approximately 60 deg in the bend. The computations,
with decreasing radius ratio and thus tends to move the minimumwever, predict an increasing cross plane pressure gradient from
to a higher value. bend inlet to exit.

Flows in rectangular cross-section ducts are also of interest in
many typical industrial problems. Therefore computations were
also performed for_rgctangular d_ucts of different aspect ratiosonclusions
Pressure loss coefficient as function of aspect réiRR, i.e., the
ratio of the duct's height in the radial direction to its bpse 1 Numerical predictions of two-phase bubbly flows from first
shown in Fig. 7. For single-phase flows, the minimum pressupginciples (Navier-Stokes equatiophsvith minimal empirical in-
loss condition was shown by Grb] to occur for an aspect ratio put, in vertical and horizontal ducts and a right angle bend have
between 1.75 and two. The two-phase minimum is predicted been obtained. The computed overall total-pressure loss data are
occur at an aspect ratio between one and 1.25. For smaller deempared with both the authors’ measurements and existing data
aspect ratios, the pair of counter-rotating vortices that forms insigethe literature.
the bend results in an increasingly larger percentage of the totak Measurements of pressure drop for air-water bubbly flows in
flow being highly sheared. The loss also increases as the aspeaight angle duct bend of dimensionless radius ratio 5.5 are
ratio increases but not as strongly as with decreasing aspect ratgported.
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3 The pressure drop measured in the duct bend is close to that rel = relative
reported by Chisholm[27] but the computations somewhat ref = reference
underpredict the pressure drop. v = vapor, lean phase
4 The increase in pressure dr@pss coefficient that occurs 1 liquid, continuum phase
with void fraction is predicted well by the present algorithm. 2, gas, lean, dispersed phase
5 The effect of duct radius ratio on two-phase pressure drop is
similar to that in a single-phase flow. However, the minimunI]2
pressure loss is predicted to occur at a higher radius thge References
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Pressure Gradient and Choking
Velocity for Adiabatic Pipe Flow
r.rerenirock | Of @ Homogeneous Steam-Water-

Principal Engineer,

ot L Solids Mixture

San Ramon, CA 94583
Mixtures containing steam, water, and solids develop when processing ore slurries at
elevated temperature and pressure. Based on homogeneous one-dimensional three-phase
flow theory equations are derived for pressure gradient, choking velocity, and sonic
velocity of a steam-water-solids mixture flowing in a pipe. It is concluded that a quasi-
choking condition may occur when the flow changes from subcooled to flashing
conditions.[S0098-220200)00104-§

Introduction design features and operating conditions flashing may occur in
his valve. Valve sizing is accomplished by one of the methods

Mixtures containing steam, water, and solids are encounterqu Il?t”ﬂed in American National Standard ANSI/ISA-S75.01 “Flow

the mining industry when processing ore by pressure oxidation% uations for Sizing Control Valves.” The method indicated for a

pressure leaching. In these processes ground ore is mixed V\\I/'aporizing liquid may not be exact for a flashing water-solids

water to obtain a slurry containing up to 50 percent solids. The. . -
. - . - - ... _mixture, but due to the very nature of the val@evariable orificg¢
slurry is treated in a reaction vessel. Typical operating condltlo6 me uncertainty is tolerable.

for the reaction vessel, called autoclave in the industry, are 25 he size of a pipe type orifice, whether operating downstream

kPa/200°C for pressure oxidation and 4500 kPa/250°C for pres- ' e I
- - 0t a control valve or as the only flow restricting element, is first

sure leaching. From the autoclave the slurry is discharged to ggermined approximately e.g.y by using capa?city charts for the

e vesel uhih n the cae of sl stagepressure kol farg o ashing wartoocy 1) or xparonce o s
P p ' P plants, and then refined by trial installation of different size
two or more stages all but the last flash vessel are at an eIeva:%

i

pressure. The pressure reduction is accomplished by means E{ces until system performance is satisfactory.

control valve, or a pipe type orifice, or a control valve and a pipe

orifice in a series arrangement. The devices are installed betW@@scriptive Equations

the autoclave and the first flash vessel and between the flash ves- i )

sels themselves. Due to the pressure reduction a water to steay/hile the slurries processed in autoclaves are not pure water-

phase change will occur in each letdown piping system and, if t§@lids mixtures, treating them as such allows for a rational ap-

number of flash stages is small, the flow is generally choked. Proximation. The model used is that of a homogeneous three-
Control of abrasive wear in the letdown piping system is Bhase fluid. The underlying assumptions include:

serious challenge in the design of the system, including the' sjzing, Adiabatic, one-dimensional, steady flow

of the_ flow cont_rolllng components. A major factor determmln_g « Thermodynamic equilibrium

abrasive wear is the flow velocity, which can be very high in , |, 3ny cross-section pressure, temperature and velocity of the

sections wherg steam is present as a result of flashing. It is clear i, qe phases are the same

that cavitation in components such as control valves also has t0 b¢ The mass fraction of the solids remains unchanged

reckoned with. While there have been numerous papers on flash; change to supersonic conditions does not occur, except in

ing water flows, among others by Benjamin and Mill&t, A_Ilen convergent-divergent configurations

[2], Starkman et al[3], Moody [4], Henry and Fauskgs], little

has been published on flashing water-solids systems. In this paper a pipe component with or without area change a momentum

a set of equations is formulated and developed to give an equatlmalance over a control volume leads to an equation for the pres-

for the pressure gradient that can be integrated by numerical meshire gradient as

ods to provide a one-dimensional description of the flow from d Vv dv

inlet to exit. Equations are derived that give the choking velocity ae__Vav_

of a steam-water-solids mixture in terms of the local properties of ax v dx

the flgid. The general me.thodology employed is similar to thaty;g equation can be converted to

used in a co-authored earlier pageluerenbrock et a[.6]) on the

F-G (1)

hydrogen-water-solids mixture formed during the electrochemical dp VIV dv VdA
machining of metals. dx v l\v dx Adx/ -G @
Current State of Practice by use of the conservation of mass equation

The flow controlling components are control valves and pipe V=mo/A @)
type orifices. The typical control valve is an angle valve witlThe energy equation is used in the form
abrasion resistant ceramic plug and seat. Depending on system 1

h=e—-V2—gz @)
Contributed by the Fluids Engineering Division for publication in ticeJBNAL 2

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . e .
February 9, 2000; revised manuscript received June 19, 2000. Associate Technlieree is the specific energy. II’.] the absence of the gravity term
Editor: K. Zaman. e would be equal to the stagnation enthalpy.
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The specific volume of the mixture in terms of component spe- dv dxg dx doy dv; dvs
cific volumes and their mass fractions is dp V9dp + Urdp + ng_p + de_p + Xsd_p (10)
V=XgUgt XUt XeUs ®) Differentiating Eq.(7) gives

and, considering that
g _ 2% dn oy dby | oxg diy | oxg dh,

Xf=1=Xg=Xs (6) dp h dp ahy dp | ah, dp | ohe dp (11)
|tthfctnllows from the analogous equation for the specific enthalpy The partial derivatives in this equation are evaluated from Eq.
a (7) as
X _h_hf+xs(hf_hs) (7) IX 1 1
9T hy—hy = =— (12)
9 dh hg—hy  hyg
The mathematical description of the model is completed by 6
equations of state IXg__Xg (13)
hg.hs,hg,vg,v¢,0s=1(p) (8) dhg Ntg
Under saturated conditions the temperatlireT(p). Therefore %_ X (14)
the phase properties are a function of presguoaly. ohe htq
The Pressure Gradient X Xs (15)
Equations(3)—(8) present a system of 11 equations, in which dhs  hig
m, Xs, ande are known constants andlandz are known func- .
tionssof X. This leaves 12 unknowns. If of these unknown varifslnd Egs(4) and(3) yield
ables the pressueis specified, or predicted by means of E2), dh dv V2 do
all other variables can be determined, though this will involve d_p:7Vd_p:7 7d_p (16)
iterative methods. It follows that may be considered to be a
function of p only, which allowsdv/dx to be expressed as Substituting Eqs(12)—(16) into Eq.(11) gives
" " . . ;
dv/dp*dp/dx. This makes Z possible to convert EQ) into %: ) V2 d_v_ ﬁ%_ ﬁ%_ ﬁ% )
; V_A?j_A_F_G dp  ovhigdp hyg dp hy dp hyy dp
p vAdx
s From Eq.(6) follows that
dx R V2 dv © +©
2 - dx d
o2 dp %% (18)

An expression fodv/dp is developed in the following. Differen- dp dp
tiation of Eq.(5) with respect top, and recognizing thadxs/dp  Replacingdx,/dp anddx; /dp in Eq. (10) with these expressions,
=0, results in rearranging and substituting,=uv,— v results in

Uig dhg+ dhf+ dhg N dvg+ dvf+ dog
dv g\ *9dp  dp XSdp) *9dp  Tdp *Sdp
——_19 (19)
dp V2Ufg
1+

Uhfg

Equations(9) and(19) present the final form of the pressure gradient.

The Choking Velocity

Considering thatlv/dp is a negative quantity, it is evident that the denominator in(8pcontains a singularity. The denominator
can be rewritten as 4V?/c? by defining

1 1 dv 20
@~ 7dp (20)
This c is the choking velocity.
By setting the velocity/ in Eq. (19) equal to zero and substitutirdy/dp into Eq. (20), a quantityc, can be defined as
0 21
7Ty [ dhg  dh,  dhy)  duy  do;  dog| 2 (21)
T\ Xg g X X | T Xgn X Xs oo
hig "7 dp dp dp dp ~dp “dp
I
This cq represents the choking velocity at constant enthalpy and Co
may be called the isenthalpic choking velocity. For actual flow c= T o\ 12 (22)
though choking occurs when the flow velocity is equal to the real _0 fg)
choking velocity. Setting/=c in Eq. (9), simplifying the equa- vhig

tion by means of Eqg(21), substituting it into Eq(20), and solving The choking velocity can be calculated directly from E@L)
for c results in and (22), if local pressure and composition of the mixture are
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known. On the other hand, if pressure and specific energge

e ; 1000
specified, Eqs(3)—(8) have to be solved simultaneously to deter
mine specific volume and mixture composition for use in Eq:
(21) and(22). - 4000 kPa (a) /
) ) £ 100 | 2000 P
The Sonic Velocity 2 1000
- . . o
A more familiar form of Eq.(20) is c?>=dp/dp, and, subject to S
the assumption of constant entrofyis also known as the sonic 2
velocity. An expression for the sonic velocity can be obtained kg 10 | SOLIDS
evaluating the derivativelv/dp in Eq. (20) for an isentropic 2 30% by weight
change. The steam mass fraction in this case is given by © 500 Specific gravity = 3
€, = 900 kJ/kg.K
y :s—sf+xs(sf—ss) (23) 100 E = 15 x 10° kPa
9 - 1
So7 S 0.1 1 10 100
and its derivative, for use in E¢10), is obtained by applying the Mass fraction of steam, %
method used previouslffor Egs.(11)—(15) and noting that,
=S4—S¢ Fig. 1 Choking velocity versus steam mass fraction
dx Xy d xs d Xs d
Pg_ X 9% X 05 X 05 @) 1
dp Stg dp  Stg dp  siq dp 00 soLps )
Equation (18) is valid again. Substitutingix,/dp and dx;/dp 30, 60 % by weight 77
into Eq.(10) and combining with Eq(20) gives the sonic velocity @ Specific gravity 2 3 7
as E Cp = 900 kJ/kg.K ek
2 01 E=15x10°kPa
v 3
"o ds, ds  ds|  dvg  do;  dog| 2 =
— | Xg o X T X |~ Xg g Xy Xs o 2
Stq dp dp dp dp dp dp g1 v — Water
(25) _8 (_4 ate
O 77 — —70% Water, 30% Solids
This equation is consistent with equations given by Mopdy A - - - 40% Water, 60% Solids
and Leung[8] for steam-water. Comparison of velocities calcu ] =5 [
lated by Eqs(22) and(25) shows the results to be virtually iden- % 10 100 1000 10 000

tical for steam-water mixtures. Slight differences exist in the ca
of mixtures with large solids mass fractions.

Evaluation ofc or ¢, demands elaboration on some of the terms
in Egs.(21) and(25). The derivativesihy /dp, dh;/dp, dsy/dp,
ds;/dp, dvg/dp, and dv/dp are to be evaluated along the
steam-water saturation curve. This can be done by calculating the
difference quotientd’hy/Vp, etc., around the pressure point of

Pressure, kPa (a)

Fig. 2 Choking velocity at incipient flashing

vs/Es. The modulus of elasticitfs of the solids in the mixture

interest. They can also be determined by differentiation of the

reduced enthalpy, reduced entropy and reduced volume functit&

given in Appendix 1 Section 9 of the ASME Steam Tabe§
For example, for the reduced entropy the differentiation takes
the form

dB
de

do'giao'g (70'9
A )

(26)

ften not known. Fortunately, for a typical mixture the choking
ocity is not sensitive t&. (For example, using values of 100
MPa and 10,000 MPa for the model mixture of Figs. 1 and 2 does
not produce a difference of more than 0.1 percent in the calculated
choking/sonic velocitie$.

Figure 1 shows the choking velocity for a typical steam-water-
solids mixture as a function of steam mass fraction and pressure.
Figure 2 presents choking velocities at incipient flashing. These

where g and ® are reduced pressure and reduced temperatuygsre calculated from Eq22) and accessory Eq21) by setting

respectively.
Using dhs=c,dT gives dhs/dp=c,/(dp/dT). Similarly it
follows fromds;=c,dT/T thatdss/dp=c,/(T dp/dT). The de-

rivative dp/dT can be obtained by differentiation of the

K-function given in Appendix 1 Section 5 of the Steam Table

Xg=0.

The Exit Condition

S.

Alternatively it may be evaluated by means of the Clapeyron The conditions that may occur at the exit are summarized in

equation of classical thermodynamics. Furthermate,/dp=

Table 1. The choking conditions identified include only cases re-

Table 1 Summary of exit conditions

Case Pe Xge Ve (dp/dx)e Flow condition
1 =Pp, > Psat <0 <Cts finite nonflashing, not choked
2 =Pp =Psat >0 <c finite flashing, not choked
3 >Py, = Psat >0 =c ——o0 flashing, choked
4 >Pp s = Psat = >ci, <Cis finite nonflashing, choked
5 =Pp =Psat >0 =c ——w flashing, choked
6 =Pp =Psat = >¢;, <Cig finite nonflashing, chokéd

Notes: psa is the saturation pressure corresponding to the temperature in the exit plane
Cys is the choking velocity of a pure water-solids mixture

Xg<0 indicates a subcooled condition
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abundance of nucleation sites, thereby reducing the deviation

For a horizontal pipe: | from equilibrium. Second, because of the higher viscosity of the

>V X;=L if V>c; mixture with solids, velocity differences between the phases
xj<L if V<c, should develop slower and departure from the homogeneous flow
. pattern is possibly delayed.
’ Cts
T On the Integration of the Pressure Gradient

SUBCOOLED SATURATED

The ore processes under consideration are usually, but not
always, operated at an overpressure imposed by oxygen or air.
In this case the mixture consists initially of water and solids,
¢ the water being subcooled. Incipient flashing occurs down-
stream at the locatiox, where the pressure has been reduced
to the saturation pressure. The mathematical description devel-
oped for the three-phase mixture is not valid for the two-phase
L mixture.

Integration of the pressure gradient can be accomplished by
finite difference methods. When doing so, it may be advantageous
to use the Eq(2) form of the pressure gradient, since this equation
applies to both flashing and nonflashing flows. The integration can
be effected either by specifying the inlet pressure and varying the
mass flow ratgor inlet velocity) or by specifying the mass flow
lating to the choking velocity of a steam-water-solids mixture. Itate and varying the inlet pressure, until the exit condition is met.
is clear that a choking condition also exists, when the exit velocigquation(2) does not reveal the singularity in the pressure gradi-
is equal to the choking velocity of a water-solids mixtwg. ent. Though hidden, it has not gone away and it will be necessary
However, this velocity is of the order of 1500 m/s. Such cases axe monitor the velocity ratid//c at every step.
of little practical significance and hence are not included in the Determination of the pressure in the exit plane is a necessary
table. Cases 5 and 6 may be viewed as limits of cases 3 andpdrt of the integration. An accurate determination is difficult with
respectively. a pressure gradient that tends towards minus infinity. The diffi-

The two cases marked with an asteri$k present a quasi- culty can be overcome by solving E@2) iteratively to determine
choking condition. This condition arises when upon pressure réwe pressure corresponding ¢&=V and tracking this precursor
duction from a subcooled state the saturation pressure is reacbhdking pressure to the exit. A§c approaches unity, the precur-
at a velocity that is higher than the choking velocity at incipierdor pressure converges to the true choking pressure.
flashingc; . A reduction in back pressuig, and the ensuing drop
of exit pressurep, would move the point of incipient flashing .
from the exit plane to upstream of the exit plane. Because of tﬁ%_)onclusmn
associated step drop in choking velocity, the exit velocity would Homogeneous three-phase flow theory is used to develop ex-
now be higher than the local choking velocity. Under the statqatessions for the pressure gradient and the choking velocity of a
assumption of “no supersonic flows” this scenario is rejectediomogeneous steam-water-solids mixture. The pressure gradient
The quasi-choking condition lacks the characteristics of the ordian be integrated numerically to give the pressure distribution in
nary choking condition, i.e., the exit velocity is higher than théhe piping system from inlet to exit. If the flow is choked, the
choking velocity at incipient flashing and the pressure gradiennderlying flow rate is the maximum flow rate for the given inlet
remains finite. Whereas the ordinary choking condition is the reendition.
sult of a singularity in the pressure gradient, the quasi-chokinglt is concluded that there is a quasi-choking condition that oc-
condition results from the step reduction in choking velocity thaturs, when the exit flow velocity is higher than the choking ve-
accompanies the change from the two-phase water-solids mixtioeity for flashing incipient at the prevailing exit pressure.
to the three-phase steam-water-solids mixture, or, for that matter,
fsri(t)l:r;t;/c\)/ﬁfer to steam-water. Figure 3 may serve to illustrate ﬂﬁomenclature

The step change in the choking velocity at incipient flashing A = area
can be summarily explained by the presence of the telxgédp ¢ = choking velocity
anddx;/dp in Eq. (10). Both terms are different from zero over c, = specific heat of solids
the entire saturation ran

V>c;

—> X

Fig. 3 Quasi-choking occurs if at the point of incipient flash-
ing the velocity V is higher than the choking velocity  c¢;

a similar step change, albeit much smaller, at the boundary beE
tween the saturated and the superheated regions. F

In a plot of mass flux versus terminal pressure of a depressur-g
izing compressible fluid the maximum mass flux is usually indi- G
cated by a maximum in the curve. For a steam-water mixture h
accelerating from a stagnation condition of sufficient subcooling L
the maximum flux is represented by a sharp peak in the dsee m

Moody [7]). This peak is the manifestation of a quasi-chokingMa =

condition. p

It has been reported many times that steam-water flows dis-s
charging under critical conditions generally exceed the mass flowT
rate predicted by a homogeneous equilibrium flow theory. Thev
explanations given for this behavior include nucleation delay pre-V

venting steam-water equilibrium and departure from the homoge-x =

neous flow pattern. There is some reason to expect that for mix-

tures containing solids the excess flow is less than for steam-z =
water. For one, the finely ground solid particles provide an p =

772 | Vol. 122, DECEMBER 2000

=0 tox;=0. It follows that there is e = total specific energy

bulk modulus of elasticity

pressure loss due to friction

gravitational constant

pressure change due to elevation change
specific enthalpy

length of pipe

mass flow rate

Mach numberyV/c

pressure

specific entropy

absolute temperature

specific volume

velocity

mass fraction when subscripted, otherwise position vari-
able

vertical distance

density
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Subscripts [3] Starkman, E. S., Schrock, V. E., Neusen, K. F., and Maneely, D. J., 1964,
“Expansion of a Very Low Quality Two-Phase Fluid Through a Convergent-

b = downstream of exit plane Divergent Nozzle,” ASME J. Basic Engg6, pp. 247—256.

e = exit plane [4] Moody, F. J., 1965, “Maximum Flow Rate of a Single Component, Two-
f = liquid Phase Mixture,” ASME J. Heat Transfe87, pp. 134—142.

g = steam, vapor [5] Henry, R. E., and Fauske, H. K., 1971, “The Two-Phase Critical Flow of
i = incipient flashing One-Component Mixtures in Nozzles, Orifices, and Short Tubes,” ASME J.
s = solids Heat Transfer93, pp. 179-187.

0 = zero velocity or inlet condition [6] Fluerenbrock, F., Zerkle, R. D., and Thorpe, J. F., 1976, “Compressibility

Effects in Electrochemical Machining,” ASME J. Eng. In@8, pp. 423-430.
[7] Moody, F. J., 1990Introduction to Unsteady Thermofluid Mechanitgiley,
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Thin-Film Flow at Moderate
Reynolds Number

Viscous, laminar, gravitationally-driven flow of a thin film over a round-crested weir is

analyzed for moderate Reynolds numbers. A previous analysis of this flow utilized a
Kenneth J. Ruschak momentum integral approach with a semiparabolic velocity profile to obtain an equation
for the film thickness (Ruschak, K. J., and Weinstein, S. J., 1999, “Viscous Thin-Film
Flow Over a Round-Crested Weir,” ASME J. Fluids Engi21, pp. 673-677). In this

: : work, a viscous boundary layer is introduced in the manner of Haugen (Haugen, R., 1968,

Steven J. Weinstein “Laminar Flow Around a Vertical Wall,” ASME J. Appl. MecB5, pp. 631-633). As in
the previous analysis of Ruschak and Weinstein, the approximate equations have a criti-
cal point that provides an internal boundary condition for a bounded solution. The com-
plication of a boundary layer is found to have little effect on the thickness profile while
introducing a weak singularity at its beginning. The thickness of the boundary layer
grows rapidly, and there is little cumulative effect of the increased wall friction. Regard-
less of whether a boundary layer is incorporated, the approximate free-surface profiles
are close to profiles from finite-element solutions of the Navier-Stokes equation. Similar
results are obtained for the related problem of developing flow on a vertical wall (Cerro,
R. L., and Whitaker, S., 1971, “Entrance Region Flows With a Free Surface: the Falling
Liquid Film,” Chem. Eng. Sci.26, pp. 785-798). Less accurate results are obtained for
decelerating flow on a horizontal wall (Watson, E. J., 1964, “The Radial Spread of a
Liquid Jet Over a Horizontal Plane,” J. Fluid Mecl20, pp. 481499) where the flow is
not gravitationally driven[S0098-220200)01904-Q
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Introduction film thickness and thereby constrains the shear rate at the wall;

The regime of flow in thin films where flow is laminar butgrnrcci)(rarestlmatlng wall friction is potentially a larger source of

inertial effects are significant is important in the film-coating in- A way to capture higher shear rates at the wall is to follow

dustry. Experiments show that turbulence develops at ReynOIIQFandtI and consider a viscous boundary layer adjacent to the wall
nug?berlsf_bgtween ?‘b°“‘ 250 a_nd E?mlford [1])f' .and a region of inviscid flow between the boundary layer and the
o s race i aitScichin(o), Wator(7, Hauger 10, Yang
These equations are relateg to tr?e classi)::al equations for a vis and varbrougfiL1). A continuously differentiable choice for the
bound d | Th i boundary-| g fi d C\9('—3_‘I city profile is semiparabolic in the boundary layer and flat in
oundary fayer. 1he nonlinéar boundary-ayer equation and Cqijs jnyiscid region(Haugen[10]). Bernoulli's equation for the
tinuity equation may be solyed nur_ner_lca(IQerro and Whltaker_ surface streamline supplies the additional relationship required
[2]), but more often a velocity profile is assumed for integratingnen 5 houndary layer is introduced. This extended model will be
the equations across the film and reducing the computationgterreq 1o in this paper as the Prandtl film equation. Once the
problem to an ordinary differential equation for the profile of filmy,q ngary-layer thickness becomes equal to the film thickness, the
thickness. . . . Erandtl film equation reduces to the Nusselt film equation. The
The momentum integral approach is practical because of 4§ ndary-layer model has also been solved numerically without
relative insensitivity of the film-thickness profile to the Veloc'tyassuming a velocity profilé8ruley[12]), but the introduction of a

profile chosen(Anderson[3]). At low Reynolds numbers, the hqnqdary layer is of little advantage when a partial differential
clear choice is a semiparabolic profile, which is the exact profilgy ,ation remains.

for fully developed, rectilinear flow determined by Nusselt Tne main objective of this paper is to demonstrate the effec-
(Wilkes and Neddermaf4]), and which arises in the limit of eness of the Nusselt film equation for gravity-driven flow. Flow
small capillary number in the absence of inertial effétsndau oyer 4 round-crested weir, previously analyzed with this equation
and Levich[5], Ruschak{6]). The resulting equation will be re- (Ruschak and WeinsteifL3]), is recomputed with a boundary
ferred to in this paper as the Nusselt film equation. A higher-ordgfyer, and numerical solutions of the Navier-Stokes equation are
polynomial introduces additional parameters requiring aUX'“aré(rovided. Additionally, the previously treated problems of devel-
equations and can lead to less satisfactory resAltsierson(3)).  oping flow on a vertical wall and decelerating flow on a horizontal
Watson[7] generated a velocity profile for negligible graV|tat|onab|ane are briefly revisited.

effects from a similarity solution. Cerro and Scrive8] used a "~ The results support the conclusion that the Nusselt film equa-
velocity profile that is a linear combination of full and semiparagon, js accurate for gravitationally driven flow when the underly-
bolic profiles for flow from a slot onto an incline, but thelrwelght-ing assumptions are met. At moderate Reynolds number,
ing of the two profiles is arbitrary. _ _ boundary-layer thickness increases so rapidly that the initially
' The appropriateness of a semlparabollc profile can be QU&Rgh wall friction has little cumulative effect. The constraint of a
tioned as the Reynolds number increases. On one hand, the Ritical point encountered with the approximate equations is found
mentum flux, normalized with the product of mass flow rate ang pe consistent with the numerical solutions of the Navier-Stokes

average velocity, is 1.2 and differs only modes.tly from unity for Bquation obtained with standard boundary conditions.
flat profile. On the other hand, a semiparabolic profile spans the

Contributed by the Fluids Engineering Division for publication in tieJBNAL Equations

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . .
December 20, 1999; revised manuscript received July 5, 2000. Associate Technicaf\S & previous a.nalys[s of flow over a rounc.l'creSted WRirs-
Editor: D. Williams. chak and WeinsteifiL3]) is generalized to admit a boundary layer
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in the manner of Haugef0] and others, the formulation of the au  dv

equations can be brief. A Newtonian liquid with viscosijtyand ﬁJr 0_:0 (3)
densityp flows over the crest of a weir that is quarter round, as in K

Fig. 1, or half round, as in Fig. 4, with raditl®& In the former The surface of the filmy=¢{, is a streamline and free of stress
case, liquid flowing from the reservoir abruptly encounters the

solid wall at the corner of the crest. With gravitational accelera- V:u%. a_u
tion denotedG and volumetric flow rate per unit width, the de’ dn
length scale for film thickness in gravitationally driven viscou§/
flow is h,=3wq/pG. The two dimensionless groups are Rey-
nolds number, Repg/u, and a ratio of length scales=h./R. u=0, v=0 (=0) (5)
For 6<1, film thickness changes gradually. ForsRE vorticity
generated at the wall requires some distance downstream to
fuse across the film. Horizontal coordinatend vertical coordi-
natez originate at the center of the rounded section. Addition
coordinates are, a radial coordinate, an@ an azimuthal coordi-
nate increasing from the crest in the flow direction. Radial di
tance measured outward from the rounded wgdr — R, is re-
lated to dimensionless coordinate such thaty=h.» andr
=R(1+ 67). The free surface of the film is given by=h(6)
=h.{(6), and 7 ranges from O at the wall tg(6) at the free

=0; p=0 (=90 (4)

elocity is zero at the wall.

Eﬂuations(l)—(s) can be directly applied to film flow, and a rect-
angular domain can be obtained through the von Mises transfor-
é’pation (Cerro and Whitake2]). In this transformation, the
Stream function replaces the cross-film coordinate, and the depen-
g_ent variable is the square of the streamwise velocity component.

A simpler approach is to assume a continuously differentiable
velocity profile that is semiparabolic across the viscous boundary
layer (0<#7=<w) and flat in an inviscid region between the bound-
ary layer and the surfade<7<().

surface. Dimensionless velocity componeatand v are defined u=U[279/w—(7lw)?] (0<9<w)
such that the azimuthal velocity componengis/h. and the ra- (6)
dial componen®qv/h, . Pressure is given byGRp, wherep is u=U (os7n</{)

dimensionless, to reflect the essentially hydrostatic pressure fi

across the film. : ;
L L once the boundary layer spans the film={). The streamwise
Flow at the corer of the cres#=0) is presumed inviscid, and \e|qcity component in the inviscid regiob, depends om. Pres-

a viscous boundary layer grows downstream. The initial VelOCIglure is eliminated through Eq&) and (4). Equations(1) and (3)

profile is taken to k_)e flat, although this cann_ot_be precisely trlﬁ'e integrated across the film and evaluated using(&cto be-
case because the interface over the reservoir is slightly curv%gme respectively

Additionally, the boundary layer is more realistically given an

Gflﬁiis profile is consistent with fully developed, rectilinear flow

initial thickness because viscous boundary layers adjoin all walls.  d 5 Tw ) d; 2U

An initial thickness avoids a singularity in the solution arisingR€d 55| U (= E) ={sin(6)(1+60)— ¢ cod §) o= ——~

from a discontinuity in velocity at the corner. @
For slowly varying film flow, the boundary-layer approximation

to the Navier-Stokes equation is justifié@ruley [12], Cerro and U({-wl3)=1 (8)

Whitaker[2], Andersor 14]). For the weir, the approximate equa-

tions are(Ruschak and Weinstejii 3)) A third equation needed to solve férw, andU is provided by

Bernoulli's equation for the surface streamline

Res au . au ap (L4 Sm)sin o)+ du O ResU?/2=1+H/R—(1+ 6{)cog ) 9)
edfu—+v—|=— si
a0 dn a0 7 an? where H is the head, the height of the surface of the reservoir

above the crest of the weir approachedlas:0 and 6— — /2.

ap Equation(9) is also a solution of Eq(7) with «=0 and without

0=- T ocog 6) (2)  the viscous term, the far term on the right. Writing E(®. and
(9) at /=0 and identifying variables evaluated there with a sub-

where the trigonometric terms are gravitational. The continuiF'iPt 0 gives

equation is H/R=6{y+ResU3/2 (10)
Uo(fo—wef3)=1 (11)
Furthermore, Eq(7) can be rewritten through use of E®) as
d¢/dg=N/D (12)
N=sin(0)(1+ 6¢)(9¢—7)/5-2U/w (13)
D= 8[cog 0)(9,—7/U)/5—2 ReU?/5] (14)

Flow passes from subcritical in the main body of liquid to su-
percritical as the liquid acceleratéRuschak and Weinste[13]).
At the critical point,D=0, and it follows from Eq(12) that the
slope of the film can be finite there only =0 as well. So, if
{=¢, and =0 at the critical point, then nonlinear algebraic
equations for the position of the critical point and the film thick-
ness there are

N(£,0)=D(£,0)=0 (15)
These conditions at the critical point propagate upstream and
downstream, and it is natural to integrate E) from the critical

point in both directions. Witrf and @ determined by standard
Fig. 1 Definition sketch methods for solving nonlinear algebraic equations, the film slope
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at the critical point follows as the solution to the quadrati©<J=<1. The interval ford was divided into 100 segments, and

equation was set to 10°%. The resulting set of first-order, nonlinear differ-
) ential equations in the streamwise coordinate was solved in MAT-
E(%) E_ ﬁ)ﬂ_ ﬁ: (6= §=~£) (16) LAB by solver ODE15S, which employs a variable-order implicit
a¢ \de a6 9,)de a6 ' method.

The final equations are solved by iteration. The initiaResults
boundary-layer thickness expressed as a fraction of initial film
thickness,wg /¢y, is assigned a small but nonzero value to avoiﬂ0
unbounded derivatives a=0, and the value of the initial film - . : i
thickness g, is guessed. Equatiaiil) then givesU,, the initial tfgoge:;“a’%/_ 586860116 F||:I(r)r: Ft)rzci)sﬂkla?sear:f)lzgoxvunnlgeflgt.hze fgﬁme:;
velocity on the surface streamline. The hedadollows from Eq.  ~ ~ e ' y ~ '

(10). U is then known in terms of and @ from Eg. (9), and w point is very near th.e crest of the Welr@t:3.4 deg. Also shpwn
follows from Eqg. 8. Consequently, Eq§l5) and (16) can be S the profile according to the Nusselt film equation, for which the

solved for conditions at the critical point}, {, and the corre- position c_)f the critical point is shifted t6=0.5 deg_. The pr_ofiles
sponding slope. Equatioi2) is integrated from the critical point 40 not differ much because boundary-layer thickness increases
upstream to the start of the filn#=0, thereby determining new rapidly, and the c_um_ula_tlve eﬁ_ect _of increased wall frlc_tlon is
values for, and w, inconsistent with the previously assignecsMall. The purely inviscid solution is also shown, for which the
values. This inconsistency is eliminated in subsequent iteratiopgsition of the critical point is§=0 deg. The viscous profiles

by a numerical implementation of Newton’s method. depart significantly from the inviscid profile.

If the integration were performed in the downstream direction The free-surface profile from the Prandtl film equation is com-
from the start of the boundary layer, the direction in which inforpared with that from the Navier-Stokes equation in Fig. 3 for
mation usually flows in boundary-layer problems, a local analysike=50 and 5=0.0282. For the finite-element computation, 437
with an initial boundary-layer thickness of zero would have beeglements were employed, and a semiparabolic velocity profile was
natural to use to start the integration at a position slightly dowiimposed at the inlet. The computations were found to be insensi-
stream from the singularity &=0. However, because of the con-tive to the precise geometry and boundary conditions imposed in
straints on film thickness at the critical point at Efj5) and the the reservoir, and in Fig. 3 a horizontal solid boundary was added.
upstream flow of information in subcritical flow, the natural di-
rection of integration in the problem at hand is from the critical
point to the start of the boundary layer. While a local analysis
might be used to extrapolate from a finite boundary-layer thick- g4
ness at the end of the numerical integration to a boundary-layer
thickness of zero, this additional step was not attempted because 7
the numerical results were not sensitive to the initial boundary
layer thickness for the conditions studied.

For flow over a weir, the calculation for the Prandtl film equa-
n assumes as the extreme case a virtually flat velocity profile at

Nusselt film equation
Prandtl film equation

....... inviscid solution
e critical point

With flow to the critical point resolved, Eq12) is integrated 51
from the critical point downstream until the boundary-layer thick- ¢
ness equals the film thickne&s=¢). From that point onward the 4T

velocity profile is semiparabolic, Ed8) simplifies toU{=23/2,
and the integration is continued with Nusselt film equation,

dZ  (1+6¢)sin(6) -3/
5@ " cog6)—6 Re/F3 (17 1 “fenvclope

The counterparts of the above equations for the separate prob-
lems of developing flow on a vertical wall and decelerating flow
on a horizontal wall are similarly derived. With, the angle of 6, degrees
the wall from horizontal and witln ¢ distance along the wall in
terms of a dimensionless coordindtehe above equations can be=300’ 5=0.00616, and w,/Z,=0.01. The envelope of the bound-
CP”"erted by dr.opplng the ters and by .replacmg sit®) with ary layer is additionally shown for the case of the Prandtl film
sin(@,), cogd) with cos(,), and d{/d6 with d{/d§. For these equation.
problems initial film thickness is specified, and iterative solution
is not required.

The Navier-Stokes equation was solved for flow over a round- 124
crested weir and for developing flow on a vertical wall by the
finite-element method as previously describ@luschak[15]).
The velocity is piecewise linear and the pressure piecewise con- g |
stant in triangular elements. The resulting nonlinear, algebraic
equations for the velocity components at nodes and the pressures 0.6 4
in elements were solved by Newton’s method. ZR

The result of Cerro and Whitaké¢®] for developing flow on a 0.4 1
vertical wall obtained by numerical solution of the boundary-layer
equation was found to disagree with the finite-element solution of
the Navier-Stokes equation, and so the problem of Cerro and Whi-
taker was solved again. The flow domain was mapped to a semi-
infinite strip by the von Mises transformation, which replaces the
variabley with the streamfunction), 0<y=2/3. The transformed
equation was solved by finite differences and the method of lingsg. 3 Film profiles for flow over a quarter-round weir for
A new variablet is defined that places more mesh points near th&=50 and §=0.0282. The horizontal solid boundary was added
wall, specifically 9=[log(y+e)—log(e)]/[log(2/3+<)—log(e)], for the solution of the Navier-Stokes equation.

0 15 30 45 60 75 90

Fig. 2 Film profiles for flow over a quarter-round weir for Re

2 — Prandtl film equation
+ Navier-Stokes equation

e

-1.0 08 -06 -04 -02 00 02 04 06 08 1.0
x/R
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2.8

— Nusselt film equation
= Prandtl film equation
2.7 + Navier-Stokes equation
« boundary-layer equation

024 — Nusselt film equation
* Navier-Stokes equation
0.0 T T . T T T T T T +
<10 08 06 -04 02 00 02 04 06 08 10
x/R
Fig. 4 Film profiles for flow over a half-round weir for Re =50
and 6=0.0286 0.000 0.002 0.004 0.006 0.008 0.010

X

Fig. 6 Film profiles near the origin for developing flow on a

The profile for the Nusselt film equation was also computed but Vertical wall for Re =175
so close to the others that it is not shown for clarity. The Nusselt
film equation gives a slightly thinner profile neé+0 deg, and
the profile from the Prandtl film equation tracks that from the Figure 5 is a plot oh/h.. versusX and corresponds to Fig. 11
Navier-Stokes equation better there. The velocity profile from ttaf Cerro and Whitaker. Profiles from the Prandtl film equation, the
finite-element solution is not flat at the vertical cross sectiopoundary-layer equation, and the Navier-Stokes equation are
through the corner at the crest, but instead resembles that showarly indistinguishable at this scale. The Nusselt film equation
below in Fig. 7. Although the solutions for the Nusselt film equagives a slightly thinner profile as a consequence of underestimat-
tion and Prandtl film equation arise from a critical point internal tég the wall shear stress; this curve has the analytical expression
the flow, that for the Navier-Stokes equation involves only stagiven by Andersor{14]. These results are consistent with the
dard boundary conditions. The approximate equations are theggfves in Fig. 11 of Cerro and Whitaker corresponding to the
fore more revealing. analyses of Bruley12] and Haugern10]. However, the solution

For the half-round weir treated by Ruschak and Weindtegj, of the boundary-layer equation by means of the von Mises trans-
changes in the flow are everywhere gradual, and there is no néeanation does not agree with that of Cerro and Whitaker; the
to introduce a boundary layer. Profiles from the Nusselt film equagreement of the present solution with that of the Navier-Stokes
tion and from the Navier-Stokes equation for 348 elements agguation supports the conclusion that the computation of Cerro
shown in Fig. 4 for Re50 and 5=0.0286, and agreement isand Whitaker is in error. Moreover, the curve of Hasfa@] in
excellent. Fig. 11 of Cerro and Whitaker, also differing from present results,

Developing flow on a vertical wall, being gravitationallyis known to be in errofAnderson[14]).
driven, is closely related to the weir flow. Results for developing The discontinuous velocity at the inlet for all cases but the
flow on a vertical wall were converted to the dimensionless vaiNusselt film equation introduces a weak singularity in the profiles
ables of Cerro and Whitak§?] to facilitate comparisons. Specifi- that is evident in Fig. 6, a magnified view of the start of the
cally, the Reynolds number differs from that defined above by piofiles. The solution to the Navier-Stokes equation, because of its
factor of 3/2 and has the value 263 corresponding te=R&5. Streamwise viscous terms, is less singular than the solutions to the
Film thickness is normalized with that reached asymptoticalljoundary-layer equation or the Prandtl film equation. Figure 7
downstreamh.. . The streamwise coordinate is made dimensiorshows dimensionless velocity profiles very near the inlet. That
less with the product of the redefined Reynolds numbertand from the Navier-Stokes equation shows near the wall a local in-
and denote. The initial film thickness, where the velocity pro-crease in velocity over the initial value, an effect not captured by
file is taken to be flat, is 2.63 times the final film thickness.  the solution to the boundary-layer equation.

3.0
Nusselt film equation + Navier-Stokes equation
. 4
= Prandtl film equation 2.5 1 © boundary-layer equation
2 + Navier-Stokes equation +o
o boundary-layer equation 2.0 1 °
+o
[e]
L 1.5 1 +o
h
L3 - °
B 14 1.0 %
+9
boundary-layer 0.5 1
envelope + N
0.0 —!ﬂm"m°°°000000000°°+9°°°°°o + t
0 T 0.00 0.05 0.10 0.15 0.20 0.25 0.30
0.00 0.10 0.20 2uh,
X 3q
Fig. 5 Film profiles for developing flow on a vertical wall for Fig. 7 Velocity profiles at X=0.001 for developing flow on a
Re=175 vertical wall for Re =175
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Conclusion

2.6 ==—=Prandtl film equation
+  Navier-Stokes equation In slowly varying laminar flow of a thin film driven by gravity,
24 1 o boundary-layer equation incorporating a viscous boundary layer and an adjacent region of

inviscid flow in approximate equations for film flow is tractable
but does not substantially change the film profile or the conditions
at a critical point. The increased wall shear stress generated by the
boundary layer thickens the film initially and thereby improves
agreement with the Navier-Stokes equation. However, the cumu-
lative effect is not great because the boundary layer thickens rap-
idly. Furthermore, the Navier-Stokes equation generates a velocity
profile near the start of the boundary layer that solutions based on
the boundary-layer equation do not match. Finally, the stress sin-
gularity at the wall at the start of the boundary layer gives rise to
a weak singularity in the film profile not exhibited by the profile
from the Navier-Stokes equation. So, in the weir flow, there is a

0.00 0.05 0.10 0.15 0.20

discontinuity in slope at the start of the boundary layer. However,
X at moderate Reynolds number, an initially flat velocity profile, the
Fig. 8 Film profiles for developing flow on a vertical wall for source of the Slngulz_irlty, IS n_ot realistic. So, the Inc_orpora_tlor_l .Of a
Re=175 for initial-to-final film-thickness ratios of 2.63, 1.6, and boundary layer achieves mixed results and entails a significant
1.0 penalty in computational effort and complexity. Therefore, even

when a boundary layer can be expected, the film equation arising
from a semiparabolic velocity profile represents an attractive
choice in practice. However, less accurate results are obtained
— Prandl film equation with this velocity profile if flow ig not gravitationally driven, and

18 — Watson (1964) one bas_ed on Watson’s a_n_aIyS|s is preferable. _

The singularity at the critical point is not removable in all prob-
lems. In that event the approximate equations fail and must be
altered. A proposal for generalizing the Nusselt film equation will
be reported in the near future.

20
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Rise Height for Negatively
Buoyant Fountains and Depth
» o.ricaman | OF PENELration for Negatively
esnnaas | Buoyant Jets Impinging an
Interface
J. Katz

Department of Mechanical Engineering, A vertical jet or fountain, whose velocity is opposite to the direction of its buoyant force,
The Johns Hapkins University, reverses direction after reaching a maximum penetration depth. This penetration depth is
Baltimore, MD 21218 measured from the jet exit or, if present, the location of the undisturbed interface. This
paper shows that the penetration depth is only a function of a Richardson number divided
by a jet spreading factor. If no interface is present, the spreading factor is one; otherwise
the spreading factor is only a function of distance between the jet exit and the interface.
As long as the jet is fully turbulent, the penetration depth is independent of Reynolds and
Weber numbers. These trends are applicable to a broad range of fluid systems including
air jets impacting liquids as well as miscible and immiscible liquid-liquid systems with
only slight density differencefS0098-220200)00304-7

Introduction The parametersr, p, u, andU are interfacial tension, density,

Jets and fountains with negative buoyancy occur in numeroVisSC.0 ity .and velocity, respec.tively. Thg ™ subscript refers to .
situations including oxygen jets directed into molten metal fu € jet fluid and the P” subscript refers to parameters at the exit

naces, refueling compensated fuel tanks on naval vessels and%g‘e jet. Itis also shown that the effect of Wis negligible in

negatively buoyant overshoot stage of a smokestack dischargm Stt) fl(c)\cl)\II?aOfsiiong:tr:;cglliz%?gmljufsrlc?rrr]] \s/;ﬁgﬂrsti%l:r:ctgse gCeeon\tN%ae'
into a stratified atmosphere. In this paper, we develop a univer y psing '

. . - nge of We, to a single line. Friedman et 42] show that the
correlation for the maximum penetration depths for two relate . S -
flows. For the flow in Fig. (a) tﬁe jet travels th?ough an identicalv'scos"ty of the penetrated fluid is also an important parameter

fluid before reaching a sharp density interfadensity difference that must be considered in the characteristics of droplets formed;

). Wher negate buoyany siows I coun il he et reacnEYET 0 1 urboses of e present, tscussor concerning
a maximum penetration depth, In this case, the penetration; y JeL, .

) . ; h ted fluid has relatively little flow apart from interfacial mix-
depth is measured from the elevation of the undisturbed interfall Pacts :
In Fig. 4b), a fountain is injected directly into a fluid with a'%' Friedman and Katf1] demonstrate that the Resffect is

different density(in essencel,= — ) and the penetration depth iSIlmlted to laminar jets and can be accounted for with the proper

. ; . definition of velocity. Similarly, Cresswell and Szczep{Bacon-
;Ti]ger?i?ilégenci fé?fr:cthgrf;[ ?1);2 %T;%;h\?angi?lggeesd\mgsﬁ 80 clude that for fully turbulent flow, Re has little effect on the mean
While numerous technical papers have analyzed the jet and fo foton. Reynolds number effects for laminar jets are quantita-

tain penetration depth, only correlations for narrow data rang |\éely discussed later. Thus for the flow of Figal whenl =0 or

have been publisheg number of these are compared Iat€ior or the flow of Fig. 1b), his a function of Rp only. Friedman and
simplicity, all the discussions assume a heavy fluid directed qur;(Elr]a?]xpéegfrnéir.ltally demonstrate a power law fer0O over a
ward into a lighter fluid. However, the results are equally valid fof 9 )

a jet directed downward into a denser fluid. Data for both the h c
upward and downward cases are compared. n

—=n 2
D R @

Analvsis and Data Wheren varies between 1/3 and 1 a@d, depends om. For j.et
.y ] ) exits that are separated from the interfade>Q), spreading
Friedman and Kat{1] show that forl=0 the dimensionless causes a velocity reduction and consequent increase in interfacial

penetration is governed by the following relationship: Richardson number, Ri
h I
— =¢| Rep,Rip,Wep, — (1) . gApD;
Dp Dp Rij= 2
pU;
where
2 where the ‘I” subscript refers to properties at the interface.
ReP:”J'UPDF’ iP:gApr W _priUrDe Assuming that the only effect df>0 is to reduce jet velocity,
o ijEP ' o Eg. (2) can be modified with a velocity decay factor,
Contributed by the Fluids Engineering Division for publication in tloJRNAL L = L (3)
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division Dp (RiP/FZ)n
January 11, 2000; revised manuscript received June 22, 2000. Associate Technical . . . .
Editor: D. P. Telionis. where F=U; /Up varies with|/Dp. For fountain flow of Fig.
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a narrow band. We will return to the shallow penetration anomaly
later. Figure 2 also contains 3 power law relationships in the form

of Eq. (2), wherene{3,3,1}.
The n=1 trend has been explained in two ways. A number

of studies(e.g., Shy[10]) use a balance of kinetic and po-
tential energy to derive the trend to within an empirical

Interface

.y
| |Pipe

Fig. 1 (a) Fluid below the interface, which is the same as jet constant.
fluid, is separated from the upper fluid by a sharp density in-
terface. Flow exits the jet at velocity and diameter (Up,Dp),

and spreads to (U;,D;) when it reaches the position of the un- h C h c

disturbed interface. (b) Fountain rises to a maximum height — = o —= (5)
- ——

and reverses. Di Rj Dp Rip/F

Friedman and Katf1] use a momentum balance and derive a

1(b) or for an interface located within the near field or potentiadimilar expression witlC,=1 (the trend shown in Fig.)2 Except
core of a jetF=1. In the far-field or fully self-similar region, the for the shallow penetration anomaly where the pipe exit is in
centerline velocity decays linearly with the distance from a virtugllose proximity to the interfacéi.e., |/Dp<1), data from Qian
origin (White [4]), et al., [8] show that then=1 trend continues to very high
DpK, Rip /F2.

4) Banks and Chandrasekhdi® propose a methodology to ex-
I=Xo tend the energy argument for deep cavities, but as shown below
Here K, is an empirical coefficient and, is the downstream their approach is not satisfactory for low values opM%. They
position of the virtual origin, normally-7<x,/D,<—4. Com- argue that a stagnation point occurs where the loss in kinetic
monly cited values oK, range from 5.1 to 7.7Banks and Chan- energy is balanced by the increase in potential energy. Further,

drasekhard5]). For this paper we choose valuesxgf/Dp= — they propose that the kinetic energy should be based on the cen-
andK,=6.7. For a more detailed treatment of the centerline véerline velocity of a free jet, which decays through spreading to
locity decay see Papadopoulos and Riéis the locationl +h. This argument has been widely used, most

Figure 2 summarizes the measured penetration depths frogeently by Qian et a[9]. In order to test this theory, some of the
various sources: Chatterjee and Bradsh#air jet impacting a data of Fig. 2 are replotted on Fig. 3, but in this case the jet
water interfack Cheslak et al[8] (air impacting wet cement, spreading factor i& =DpK, /(I +h—x,). A substantial deviation
which is allowed to harden during deformatjprCresswell and and divergence between data sets occur for low/Rf. This
Szczepurd3] (hot water fountain directed into cold wategFried- divergence is relatively insensitive to the choices Kf and
man and KatZ1] (water impacting diesel fuglQian et al[9] (air x,/Dp.
impacting watey, Shy[10] (acid impacting a miscible basand As shown in Fig. 2, several papers, including Turfit], on
Turner[11] (Saltwater fountain directed into freshwatelExcept negatively buoyant fountains propose a better correlation than
for very shallow penetrations with the jet exit close to the intetthat of Banks and Chandrasekhdf&. Turner argues that the
face (Friedman and Katz data atRiF?>2), all data collapse to penetration depth is proportional to the length scsl&‘B~1?2

Depth of Jet Penetration for 8 Negatively Buoyant Jet

CHaferes and Bradshrs

— - ?ﬁv

Cresswell and Szczepurza i, A
Frisdman and Katz (Turbukent] R Ta i

Penstralion Depth | Pipe Diametar
RS K 4

Friedman and Katz (Laminar) ¥ 'l‘-f‘ - LT =
I} L l!. . &
Qian &l al a . -
"
-~ B
ai -y g
Turrer Ty m
- - - WDp=iiRi i

— WDpR R
= = =hDp=D T (RN -1

oo ¢ ¥ +
oom om o1 1 10 100

i, pipe [ FA2

Fig. 2 Dimensionless penetration depth as a function of Ri p/ F2. All data approach one of
three power law trends. Data from Friedman and Katz at high Ri o/ F? follow a different
trend than the rest of the data because of the radial pressure distribution established as

flow turns sharply over pipe edge.
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Fig. 3 Dimensionless penetration depth,  h/Dp as a function Ri 5/F2. In this case, Fis
based on jet spreading to the position  /+h [i.e., F=DpK,/(1+h—xg)]. The correlation
shows significant deviation and is not considered universal.

where M=(U27D?)/4 is the momentum flux andB Conclusions

=gApUpmD?/(4p) is the negative buoyancy flux. This expres- e have shown that three power law relationships explain the
sion is equivalent to Eq2) with n=1/2, penetration depth of a negatively buoyant fountain or jet,

h C
D_:W L: -cnz
P Rip Dr  (Rip/F2)"

Returning to the shallow penetration anomaly, data forh
Rip/F2>2 show a distinct bifurcation that is explained by thdVNere

underlying physics. With the pipe exit close to the interface (12,22, Rip/F2<0.2
(I/Dp=<1), data deviate from the=1 trend because the penetra- T Pz
tion depth is governed by the radial pressure gradient associated (1,1, Rip/F=>0.2

with the sharp 90 deg change in flow direction of the jet fluid as it(n.Cn)=
bends through the narrow gap between the pipe and the interface.

The higher centerline pressure lifts the interface. Friedman and

Katz [1] develop an expression f¢v/Dp by equating the radial
flow through the gap with the jet flow rate. The analysis is i
tended here to cases with-0. Equating the pipe flux with the

radial flow [wUPD,z;./4= 7Dpugr(l+h)] and substitutingug

(1/3,0.72, Rip/F?>2 and 1Dp<1

(i.e., Shallow penetration anomaly

The correlations fit a wide variety of published data, including
scible and immiscible fluids, liquid-gas interfaces, liquid-liquid
interfaces and fountains with no interfaces. Weber number effects
are not important in the mean flow and Reynolds number effects,

x(2ghAplp)*? yields which are significant only in the case of laminar flow, require only
h /1+h\2 C a slight modification.
D_p( Do/ Rip (6) A Note About the Data From Turnét 1]:
Whenl =0, Eq. (6) takes the form of Eq(2) There is an inconsistency between the text and plotted data on
' his Fig. 5. We contacted Dr. Turner and he informed us by private
h C communication that there is a scale error on his Fig. 5. The data
Dp Ri,lj73 plotted in Fig. 2 are corrected results. We wish to thank Professor

) ) Turner for reanalyzing his 34-year-old data.
Reynolds number affects the penetration depth only if the flow

is laminar. When compared with turbulent flow with the same

mean velocity, the laminar parabolic velocity profile has mor

momentum and kinetic energy and thus a greater penetrat'r%ﬁknov"ledgments

depth(Friedman and Katgl]). To account for this difference, the  We would like to thank Naval Sea Systems Command Code
Richardson number can be based on the root mean square ve@i8R24, program manager Carl Adema and NSWC Carderock Di-
ity, Rip ris (for laminar flow Rp rus=Rip/2). In Fig. 2, Rp rus ~ Vision (Code 633, program manager Ray Schmitt for exceptional
is used for all data from Friedman and Kdiiz with Re<2500 support and funding. Additionally, we are very grateful to Profes-
and Rp/F2<5. If Rip /F2>5, then the penetration is governed bysor Stuart Turner for his review of this work and insightful
the radial pressure distribution as noted above. comments.
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Nomenclature Ap = difference in density between lower and upper fluid
o = interfacial surface tension

B = buoyancy flux
C, = empirical constant References
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K, = empirical jet spreading coefficient 2878,
| = distance between the jet exit and interface [4] White, F. M., 1991 Viscous Fluid Flow 2" ed., McGraw-Hill, Boston, p.
M = momentum flux []474-
— P 5] Banks, R. B., and Chandrasekhara, D. V., 1962, “Experimental Investigation
n _ emplrlcal exponent . . . of the Penetration of a High Velocity Gas Jet through a Liquid Surface,” J.
Re> = Reynolds number based on properties at jet exit Fluid Mech., 15, pp. 13-34.

Rip = Richardson number based on properties at jet exit [6] Papadopoulos, G., and Pitts, W., 1999, “A Generic Centerline Velocity Decay

RiP,RMS = Richardson number using root mean square velocity g;r\é%foggrslnitially Turbulent Axisymmetric Jets,” ASME J. Turbomach21,

Rij = Rlc_hardson.number based on properties at interface [7] Chatterjee, A., and Bradshaw, A. V., 1972, “Breakup of a Liquid Surface by
ug = radial velocity an Impinging Gas Jet,” J. Iron Steel Inst., Lond@10, pp. 179-187.
U; = jet velocity at interface [8] Cheslak, F. R., Nickolls, J. A., and Sichel, M., 1969, “Cavities Formed on

Liquid Surfaces by Impinging Gaseous Jets,” J. Fluid Me&B,,pp. 55-63.

UP = Jet Ve|OCIty at exit [9] Qian, F., Mutharasan, R., and Farouk, B., 1996, “Studies of Interface Defor-

Ugrus = root mean square average jet velocity mations in Single- and Multi-Layered Liquid Baths Due to an Impinging Gas
We, = Weber number based on properties at jet exit 10 Jet,” Metall. Mater. Trans. B27, pp. 911-920.
— H 1 i 10] Shy, S. S., 1995, “Mixing Dynamics of Jet Interaction with a Sharp Density
Xo _ Iocatlon Of. Vll’tu_a| OI’fIg_Iﬂ flui Interface,” Exp. Therm. Fluid Sci10, pp. 355-369.
Mj = dyna_mlc V'_5C05|Fy of jet fluid [11] Turner, J. S., 1966, “Jets and Plumes with Negative or Reversing Buoyancy,”
p; = density of jet fluid J. Fluid Mech. 26, 779-792.
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A Computational Study of
Philemon C. chan § Buhbhle-Structure Interaction

Kit K. Kan
The complex interaction between underwater explosion bubbles and nearby structures is
James H. Stuhmiller studied using two-fluid computational fluid dynamics. Gravitational effects on bubble
jetting are significantly different between jet-up and jet-down orientations. This paper
Jaycor, Inc., presents computational results of underwater explosion bubble dynamics near a disk and
3394 Carmel Mountain Road, a sphere. The results show that the bubble jetting and collapse phenomena and the
San Diego, CA 92121-1002 consequent pressure loading are affected by the structure’s shape, the orientation of the
bubble to the structure, and the bubble depth. A unifying notion emerges connecting jet
strength at impact to bubble curvature at the time of jet formation.
[S0098-220200)01804-9
1 Introduction problems with a sharp interface but increasing difficulties are en-

Over the past decade, two-fluid Computational Fluid Dynamiguntered in modeling the bubble jetting and break up behavior

. . hahine[7], Chahine and Duraiswai8]). By taking the inter-
(CFD) effort has contributed to the phenomenological understang: ’ . - ) f
ing of explosion bubble dynamics and structural loading at sm ce as a streamline next to a gas region with a uniform pressure,

and large scales. The oscillation of a bubble generated by deto| e potential flow approach can establish an air-water interface as

. ; X - gt of the solution without numerical diffusid€han and Chow
Exge?]f tﬁgergfetﬁtig:fﬁzfls ;Jnn?heervgitst;l;n;ﬁl(\j/?ﬁetkl\(?ngﬁgheannegre %) Potential flow method is limited to providing a solution when

P nergy in - . 9y e bubble remains simply connecté&lake[10], Blake and Gib-
the_ water. The Rayle!gh equation desc_rlbes _the ideal dynamlcsS h[3]. Blake and ProsperetfiL1]). However, after jetting, the
a single bubble in an infinite water medium without grayitpmb ' : ' '

. ; . bble becomes a doubly connected shape like a torus and even-
1]). Closed-form solutions cannot be obtained, however, in trf’” h . -
|[or]e)sence of gravity and/or a nearby solid object. In these cas lly breaks up. Some previous numerical studies on the effect of

understanding depends heavily on experiments which can geavity on bupble migration and jet formqtion near a rigid bound-
costly and difficult to perform. ry were carried out by Blake et 4lL0] using the potential flow

A contracting bubble can produce strong loadings on a nearg'xethOd’ but their simulation could not continue beyond jet touch-
structure with a reentrant waterjet followed by a high-pressu wn or the inception of bubble splitting. Simulation of the com-

field when the bubble reaches its minimu#tan and Stuhmiller p‘?ete_ bubble collapse, jetting and splitting process is essential in
[2], Blake and Gibsori3]). Immediately following detonation of pr?/s:acnsri]r%u?lg?eb l?hf?gfe?;cagi noefa{a%ztsrilfncrfuéibb|es with rigid
an explosive unde_rwater the initial, high bubble pressure accel bundaries by the method of finite difference solution to the two-
ates the water radially outward and causes the bubble to expan %

0 : s . -
a large volume with an extremely low pressure. The ambient w, uid transport equations for the primitive variables. An interphase

ter pressure then causes the bubble to collapse to complete king algorlthm. IS |mp|¢mented {0 preserve thg gas-llqgld in-
oscillation cycle. During the bubble contraction, the hydrostatI rrace. Computational fluid (_jynaTl(a@FlI;)) &?th‘)df's attracgv_e
pressure gradient due to gravity can disrupt the symmetry of t gc?ﬁsethlt p_otstes no (rjestrltt):tlon 0 : fe u ? f_ur ac](ca,u?n bltb(t:)?n
collapse process and cause the formation of a high-speed reent\rNI oSt inteerJ\‘/eerllrt}gnan subsequent fragmentation of the bubble
waterjet through the bubblgCole [4], Goertner{5]). :
An explosion bubble can be designed to direct its waterjet to-
ward a nearby structure. When a bubble intersects a rigid surface
during the expansion phase the bubble tends to attach itself to tBat Computational Method

surface during the contraction phaggnay et al[6]). The col-  the governing equations and numerical method are described

lapse is then concentrated on the side of the bubble away from {j&jindrical coordinates, with, 6, z, andt representing the ra-

structure, leading to the formation of a reentrant waterjet that mgy, I, azimuthal, axial and temporal coordinates, respectively. It is

be directed toward the structure. Therefore, a bubble is considetgd,med that the liquid and gas phases have equal velocity and the

in a jet-up or jet-down orientation when it is below or above @ffects of viscosity and surface tension are negligible. Mass and

rigid l:_)ound_ar_y, respectively. . ) __energy transfers caused by cavitation can be modeled, but these
While existing tests and the majority of previous computationgsects are not encountered in the present work. The equations are

studies have primarily addressed the collapse of bubbles generajgdienied in three-dimensional form for completeness, but com-

by charges located beneath a rigid boundary in the jet-up orienfgations are performed in axisymmetriez coordinates with all

tion, much less is known about bubble dynamics for chargesimuthal components suppressed.

placed above a rigid boundary in the jet-down orientation. The ity the subscripts 1 and 2 designating the liquid and gas

objective of this work is to provide a comparison understanding gf,ases respectively, the continuity equations are

underwater explosion bubble behavior between these two orienta- ' '

tions using axisymmetric computations. Simulations were per- d 19 19 d
formed for a disk and a sphere to also study the effects of struc- Ft Mt 7 g Tt e M+ o mw=0 1)
tural geometry on bubble collapse.
Potential flow has long been used in solving two-phase flow d 10 19 d
ﬁm2+rﬁrm2u+r&—6m2v+ Em2w=0 2
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m,=a«a 4
27 A2pP2 4 G W
where « and p are the volume fraction and material density of gr 1 ¢ 9z
each phase, and, v, andw are the velocities irr, 6, and z At opntl

directions, respectively. By conservation of volume - +qg"

whtl=w"— At

a;tay=1 ®) By Taylor's series expansion, Eq&), (9), and (10) are differ-

The equation of motion in each direction is the sum of the tw@nced in the linearized form as

phasic momentum equations (ml)n+l mz)n+1 . 6
au+ U vau U v 1 ap 6 p1 p2 B (16)
At tvae™a T \mrmyar T © e

p?“zp%(y) (p""*=p" (17)
z9v+ o"v+v8v v uw 1 1 &p+ . p
at Yo Trae Woz v r\mam,) a0 90 ) T P L
N py =pot % (p"—p" (18)
AW W v W AW ap
AN T e T T T i my T (8) :_Equaltion”s(ll)—(18) are cast in matrix form for each computa-
ional ce
wherep is pressure, and,, g,, andg, are the body forces per
unit mass. r ’ [Allx]=[s] 19

Since there is no interphase mass and energy exchange, {fiere matrice$A] and[s] contain known quantities from differ-
energy equation is not needed by assuming that the liquid phasfing and boundary conditions, apd is the unknown column
stays at a constant temperature with a constant sound spged, matrix

and the gas obeys an adiabatic expansion o

u
P 9 v
Pl—cg p 9) W
P1
x]= 20
% _c (10) XI=| (20)
p2 m;
where v is the ratio of specific heats ar@ is a constant deter- m;
mined by the initial bubble condition. L P

The two-fluid computational method used in this work is imple- By applying Gaussian elimination to E(L9), a banded pres-

mented in the uation_hdependent fansient Aalysis @mputer sure matrix e ; ; ; ;
- - = - - guation can be derived for the entire computational
Code (EITACC) developed by JAYCOR. The EITACC code hasd ain which is solved by the Alternating Direction Iteration

been successfully applied to single phase blast problems, as VYR ) method(Peaceman and Rachfofti5]). Once the
. X ! . pressure
as two-phase flows with combustidlein et al.[12], Chan and s\ nown, all other dependent variables are determined by back

Klein [13)). substitution using Eq(19). Nonlinearities can be removed by

The system of 9.9"8"1".‘9 .e.quat.ions is integrgted by.tn@ewton-Raphson iteratioAnderson et al[16]).
pressure-based semi-implicit finite difference algorithm of Liles A hybrid central-upwind difference scheme is used for dis-

and Reed for two-phase flovisiles and Reed14]), where pres- cretizing the advection terms in the momentum equatid:3—

Sure 1S solved_ implicitly Wh'l.e. the continuity and momentu (15) to minimize interface dispersion while maintaining accuracy.
equations are integrated explicitly. A staggered mesh conventign

) . - .a computational cell is in a single-phase region, the second
is adopted, with scalar variables placed at cell centers and Velo&l‘der Lax-Wendroff central difference is appliééinderson et al
ties across mid-cell faces. The continuity and momentum eq :

. . . . U[?L'G]). For cells that are part of or next to an interface, second-
t!ons (1-2, 6-8 are integrated from time level to n+1 with order upwind difference is used.
time stepAt as

The advection terms in the continuity equatidid)—(12) are

P 19 P differenced by upwind fluxing compatible with the interface-
m2+l=mE—At[—rmrl‘u““+ - —mp" 4+ —miwt? sharpening algorithm. At each time step for each two-phase cell,
ar rae 9z the orientation of the interface, which is assumed as a flat plane,

(11) and its intersections with cell faces are determined. The mass
fluxes of each phase crossing the cell faces are apportioned based
on the old time level velocities such that a donor cell will not be
overdepleted and a receptor cell not overfilled. Numerical errors
(12) will still cause minor countering effects and interphase dispersion

n+1
r de Jz

J 19 J
mj* = mg—At[ﬁrmgu“*H - —mp" i+ —mjw

U v ou au 2l that will be corrected by a sharpening process at the end of each
U= AU — - tw—— — time step.
ar 1 a6 dz. r The sharpening algorithm is implemented based on the conser-
At g+l vation of volume simi_lar to the _VOF methodirt and Nichols
-+ g"At (13) [17]), but the marker-in-cell particles are not used. At the end of
(my+my)"  or each calculation time step, the normals to all interfaces are deter-

mined. Water in the two-phase zones is redistributed in the direc-

oM l=pN— At u‘9_v+ v ‘7_”+W‘9_v+ uv " tions normal to the interface to remove overfilling, overdepletion
a r ade az r and dispersion until the gas and liquid phases are separated by no
Nl more than one layer of two-phase cells.
_ At Ip +q At (14) At a given depth,Z (including the atmospheric pressuran
(my+my)" 96 9 explosive charge will release a certain amount of chemical energy
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and produce a certain maximum bubble radifigq,, minimum PP,
bubble radiusA,, and bubble oscillation period,. The condi-

tions for each calculation can, therefore, be expressed in terms of 0.351
the inverse Froude number, E=gT?/A, 4. It is understood that

Anmax s the radius of an equivalent sphere with the same maximum

bubble volume since gravity distorts the symmetry of the bubble. 0.263

Each of the calculations was started with a high pressure gas
bubble of radiusA,, with initial bubble pressuré®,, chosen
according to the empirical relationships established by the Naval
Surface Warfare CentéNSWC) (Snay and Christiap18]; Snay

et al.[6]).

)

0.175

o 0.088
3 Validation

Validation of the computational method with grid sensitivity
study was first performed for an isolated bubble corresponding to
an inverse Froude number of 0.172. The calculated bubble maxi-

-

0.00

mum radius and period using three resolutions all agree with the {a)
NSWC data(Snay and Christiafl18]) as shown in Table 1. To
simulate the bubble oscillation, it is important to use uniform PPy
resolution to cover the maximum bubble volume. The three cell l 0,473
resolutions used in the bubble region wéxg,,/20, A,,,/30, and R
Ana/40, and computational cells outside of the bubble region -
were gradually spanned out to the outer boundary taken to be
10A,a from the charge center. Ambient hydrostatic pressure con- 0.355
il
Table 1 Single bubble validation results 0.237
Resolution Ajnax T
Calculation/Data Calculation/Data 0.118
A/ 20 0.992 1.003
Amax/30 1.000 1.003 Pt 0.00
Ao, /40 0.996 0.999 (b}

. Fig. 2 Calculated bubble shapes near their minima for bottom
Data Calculation explosion bubbles. (&) F~1=0.09; (b) F~=0.63.
C—Bubble sticks: 4 F'1=0.09
EEE Bubble splits:
W B hble migrates: & F'=0.63

0.20 ditions were imposed at the outer boundary. Table 1 shows that
0.19 Prgdil;:gtladsRaﬂ?_e for the simulgtiqn with all three resol_utions_ag_ree with the empirical
: fm; M:"a';'qu':gd by results within 0.1%. Our experience indicates that when the
0.18 Goertner, et al., 1969 bubble radius is resolved by 40 cell$\(,/40), adequate jetting
017 35 <(ZAman)e <70 resolution is achieved. For all subsequent calculations, the bubble
Young, 1968: resolution was taken as at ledst,,,/40 in bothr andz directions.
0.16 74 <(Z/Anae=12.5 Validation calculations were also performed for explosion
0.15| & ¢ Murray, et al., buk_)b_les generated on a rigid bott_om. When a but_)ble collapses on
—~ 014 Young, 1961 a rigid surface from below, gravity and geometric effects work
Sl 1968 [21] v together to cause the bubble to jet upward. When a bubble col-
< 013 ’ lapses on a rigid surface from above in the jet-down orientation,
= 0.12 , however, the two effects oppose one another, resulting in signifi-
@ 011 ; cant changes to the jetting process. To validate the computation
- i A method for the case of bubble collapse in the jet-down orientation,
0.10 ) Ly simulations were compared to experimental d&aertner et al.
0.09s ;— Migrating [19]). Two calculations for a bubble generated on a bottom sur-
ioking =, | face were made at conditions corresponding td=0.09 (rela-
0.08 ; Vacuum Tank tively deep, and 0.63(shallow).
0.07 S s (Noncratering) The calculated results agree with the regimes based on a col-
6.8 . . lection of experimental results from Goertner et[4B] as plotted
’ H in Fig. 1 on the coordinates of the radius rath.{,/Ana and the
0-08 T 02 04 o8 OB 1 1 ; inverse Froude number. Figure 1 shows there is a considerable
: ) : ) : ' ' spread of the compiled data. The data generally show that the
T2/ Amax) bubble tends to stick to the bottom when the inverse Froude num-
ber F ! is less than 0.2deep condition and the bubble tends to
Fig. 1 Comparison of calculations for bottom explosion migrate upward when F is greater than 0.&shallow condition,
bubbles with data from Goertner et al.  [19]. Reference cited in ~ and our validation calculations capture these two conditi@ing.
figure is [21]. 1). Figure 2 shows the calculated bubble shapes near their
Journal of Fluids Engineering DECEMBER 2000, Vol. 122 / 785
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0.24 : ! x1044

Data
—— Calculation, Amax/53 (fine)

—&— Calculation, Amax/40 {moderate)

0.2 H

Calculation, A__ /27 (coarse)
max

o
o
(@)
— A
ey SIRERRRES LR w
iLiooiiiTiiinn s s S By Fig. 5 Grid sensitivity study for jet-up test
culation was performed for a test conducted at normal atmo-
spheric condition with the bubble placed at 0&J,, below the
plate.
PO1927-R1 Figures 3a) and (b), respectively, present the calculated flow
(b) fields of the jet touching down on the plate, with the bubble

shortly forming a torus and becoming fragmented near the mini-
Fig. 3 Calculated flow field for jet-up test.  (a) Jet touch down,  mum. Figure 4 shows the data comparison for the plate center
t/T=1.05; (b) bubble fragmentation near minimum,  #/T=1.17.  pressure with the calculation performed at a resolutiof gf/53.

As shown in Fig. 4, pressure and time are normalized by the

bubble initial pressure and the Ralei¢fnee) bubble period, re-

spectively. The data show that the jet touch down and bubble
minima. The deep bubble collapses in a flattened shape on thmimum occur at/T of about 1.07 and 1.17, respectively, and
bottom (F '=0.09), and the shallow bubble collapses into athis behavior is well reproduced by the calculati@ig. 4). The
inverted cone with a high pressure zone at the bottom that moymesence of the structure has lengthened the bubble period by
it upward (F 1=0.63) (Fig. 2). These data comparisons, althougtabout 17%(Fig. 4). The calculation overshoots the jet impinge-
qualitative due to the spread of the data, validate the computatiment peak, but the overall pressure feature compares favorably
method in capturing the dynamic behavior of jet-down bubblewith data (Fig. 4). The double peak behavior from 115t
Detailed jet-down data are very limited at present. <1.2T shown in Fig. 4 is due to the fragmentation of the torus

A jet-up computation was validated against test data obtainedar the bubble minimurtFig. 3(b)). We note that in the present
by Goertner et al.20] at the NSWC Hydrotank facility. The tests axisymmetric simulation, any fragmentation of the bubble in the
were conducted by placing small explosives below the center ohaimuthal direction is precluded, and this limitation of the bubble
submersed rigid circular plate at different standoffs with detailetiynamics might have slowed down the outward spread of the jet,
pressure measurements taken on the plate. The Hydrotank ptesace making the calculated double peaks broader than the data
sure can be controlled to simulate different depth conditions. CaFig. 4). The data spike neafT=1.15 was due to gauge anomaly.
Grid sensitivity calculations were performed for the jet-up test
with fine, moderate and coarse resolutions, respectively taken as
Anad53, Ana/40, andA,,,,/27. As shown in Fig. 5, the calculated

0.24 . 1 X1043 separation time between jet touch dov_vn and bubble miniml_Jm
: : ; decreases by about 15% between the fine and coarse resolutions,

[ Data which is a common trend that we have observed from computa-

0.2 | T Caloulation, A /53 fi 1 tional results. However, the bubble minimum time does not seem

; 1 1 to change to any significant extent between the fine and coarse
(1T [ ) S R — o R resolutions (Fig. 5. The results for the moderate resolution

| 5 (Ama/40) compare favorably with the data, with a significant im-
provement over the coarse resolution in jet loading and timing

Q.
z 0% (Fig. 5). Compared tA,,,,/53, the resolution aA,,,/40 captured
the bubble minimum neat/T=1.17 as a single peak, but the
0.08 entire collapse phase from jet touch down through the bubble
minimum agrees with data we(Fig. 5. These trends are consis-
0.04 tent with those presented earlier for the single bubble with gravity
that A,,»,/40 is a reasonable resolution for modeling bubble dy-
o ‘ namics(Table 1. We chose this resolution to carry out all subse-
1.05 1.1 1.15 1.2 1.25 quent calculations to perform a phenomenological trend study us-

T ing an extensive series of calculations involving jet-up and jet-
down conditions at various inverse Froude numbers with different
Fig. 4 Validation for jet-up test with resolution at A nax/53 geometries.
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4 Single Bubbles Above and Below a Disk

To understand the difference between bubbles contracting
jet-up and jet-down orientations, two-dimensional axisymmetr
calculations were performed for a flat circular disk with diamete
D equal toA .. The bubble was placed either below or above th
disk for the jet-up or jet-down orientations, respectivefyg. 6).
In the latter case, some calculations included a rigid bottom belc
the disk at a distance equal to the disk diam¢keg. 6(b)). The
standoff distance between the center of the bubble and the d
was 0.75Anax- The bubble depth was varied, corresponding t

PR,

(@

inverse Froude numbers ranging from 0.1 to 0.36. 047
Because of gravity, a much sharper jet is formed by a bubble

the jet-down than the jet-up orientation, as shown by the results 0.03

F1=0.237(Fig. 7). Figure 7 also shows the calculated pressul

contours. For a bubble below a disk, the fluids are in a stak 000

configuration with the gas above the water, and the bubble cc
tracts evenly, like a hemisphere, with the water flowing primaril
towards the diskFigs. 71a) and (b)). The relatively flat bottom
surface of the bubble results in a broad, relatively slow jet. Col
versely, for a bubble above the disk, the fluids are in an unstat
configuration with the gas below the water. In this situation, th
bubble, although attached to the plate below, migrates partia
upwards due to its buoyancy and, as a result, is elongated ¢ e
attains a high curvature at the top surfageg. 7(c)). As the

Fig. 7 Jet formation comparison between jet-up and jet-down
orientations for the disk at F ~'=0.237. (a) Early jet formation
(jet-up); (b) fully developed (jet-up); (c) early jet formation (jet-
down ); (d) fully developed (jet-down ).

< > X1045
2 2 ; ! T T T
: : ——&— Jet-up bubble, no bottom
? Jet-down bubble, no bottom
d Jet-down bubble, with bottom
¥ o 1Bl ‘ ‘ : .
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(a)
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Relative Time (ms)
a
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v 2
C00161-R2 A 23
a
o
8
T
E
o
F4
D
v Relative Time (ms)
(b)
(b)
Fig. 8 Pressure loading comparison between jet-up and jet-
Fig. 6 Schematic diagram for calculations for bubble-disk in- down orientations for the disk at F~ ~1=0.237. (a) Center loading
teraction on the disk; (b) off-center loading on the disk  (r=A.,/15).
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bubble contracts, a high pressure region forms above the bubjaevelocity for the jet-up orientation. As depth increases, these
tip, which eventually drives a sharp, high speed downward jdifferences are reduced and the jet behavior becomes independent
towards the disKFigs. 7c) and(d)). of orientation, depending only on the geometric effects of the
Analysis of the pressure loadings on the disk confirms the sharparby structure.
intensity of the downward jet. Figure 8 shows the comparison A comparison with the previous potential flow results obtained
between jet-up and jet-down pressure loadings, where all préw- Blake [10] is noteworthy. The present study has shown that
sures are normalized by the initial bubble pressure. The absciss@ng jet-down conditions are possible when the bubble center
for time shows only the jetting phase of interest, but the relativatandoff is at 0.7%\,,,, above a target. The simulations of Blake
timings of all results are preserved. Compared to the jet-up oriegt-al. [10] under quiescent ambient conditions were performed
tation, the jet-down bubble delivers a four times stronger peakth the standoff at 1 and &, with the emphasis on the migra-
center pressure on the digkig. 8a)), showing that the downward tion trend of the bubbles. Based on Kelvin impulse arguments and
jet is much faster. However, at an off-center locatién,./15 a summary of their numerical results, Blake et[dl0] hypoth-
from the plate center, the pressure loading for the jet-down oriegsized that a bubble will move away or toward a flat boundary
tation drops off much more rapidly than the jet-up orientatiorwhen yé is greater or less than 0.42, wheyes the normalized
Fig. 8(b), confirming the narrow nature of the downward jet. Thetandoff ands is (p;gAma/AP)*? with Ap being the difference
second pulse of the off-center jet-down loading is primarily due teetween the ambient pressure and the bubble vapor pressure. For
the bubble reaching its minimum in a torus shape as indicated byr present study for the diskg is less than 0.24, and our simu-
the corresponding bubble pressure behavitg. 8b)). Figures lated cases indicate all bubbles migrate toward the flat surface in
8(a)—(b) also show that the presence of a solid bottom vilth agreement with Blake et a[10]. Our results also agree with
= Anax below the disk slightly delays and weakens the jet impa@lake et al[10] that a jet-up bubble tends to be more oblate with
on the plate, but the fast, sharp nature of the downward jet dasslower and broader jet. Our simulations were carried out further
preserved. than those of Blake et al. in studying the trends of the bubble
A series of calculations were performed for the disk with népading from jetting through the bubble collapse beyond the mini-
solid bottom at jet-up and jet-down conditions at'Fof 0.107, mum (Fig. 9. Furthermore, the effects of structural curvature on
0.172, and 0.237, respectively. The calculated pressures at the bubble loading are studied as presented in the next section.
disk center are shown in Fig. 9 for comparison between jet-up and
jet-down conditions with the trend lines representing effects .
indicated. In addition, the results shown in Fig. 9 labeled as “n@ Single Bubble Above a Sphere
gravity” were calculated with gravity set to zero, but the ambient To study the effect of structural shape on jet-down bubble dy-
pressures were set to the same hydrostatic values correspondingdfi@ics, calculations were performed for a sphere with diameter
the respective inverse Froude numbers if gravity was present. Tdme as the disk and sitting on a rigid bottom. The same initial
results under no gravity are “neutral” cases since jet-up and ja§ypble mass and energy were used wittt Faried from 0.107 to
down are immaterial if there is no gravity. Figure 9 also shows 363, The bubble standoff distance from the sphere was 0.75
that the load duration increases with'F(stronger buoyandy Amaxand the grid resolution was the same as the disk calculations.
As shown in Fig. 9, as the bubble depth increases, the differ-A jet-down bubble develops a sharper jet on the sphere than the
ence between the collapse behavior of jet-up and jet-dowdisk. Figure 10 shows the calculated bubble shapes shortly after
bubbles diminishes. With increasing deptémaller F*), the jet touch down on the sphere for four bubble depths, correspond-
pressure loading from the jet-down bubble decreases, but thaj to F-1=0.237, 0.172, 0.134, and 0.107. Due to the curvature
from the jet-up bubble increasésig. 9). Both bubble orientations of the sphere, the bubble becomes more conical during the con-
should produce identical loadings at infinite depth,'F0, as traction phase and does not attach as closely to the sphere as to the
indicated by the trend linegFig. 9). Furthermore, as F ap- disk as shown by comparing Fig. 10 with Fig. 7. The higher
proaches 0, the loadings should all approach that calculated witlrvature at the top of the bubble produces a faster, narrower jet
no gravity, as suggested by the merging of the three trend linesfii the sphere. Consequently, at shallow depth!=F0.237, the
Fig. 9.
These trends support the notion discussed earlier, that gravity
increases the bubble curvature, hence the jet velocity, for the jet-
down orientation, while blunting the curvature and reducing the

F'=0.107
16 T T

_| T Jet-down Bubble
No Gravity

PP,

I‘I?E

1.3

(a}

CLATE

Normalized Pressure

0438

Al

Q.00

160

Relative Time {ms) i

Fig. 9 Effect of bubble orientation and depth on pressure Fig. 10 Effect of depth on bubble collapse above a sphere.  (a)

loading on the disk
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F=0.107  F'=0472  F'=0237 F'=0.363 1 Peak impact pressures are higher for jet-down than jet-up
3 T T ! I bubble orientations for all structural shapes and depths as studied
Bubb;e '—gfi::(ere (Figs. 8 and @ This result follows from the increase in the jet-
25 [] .- Sphete ...} Tx i ,iove,,$hpere. down bubble curvature caused by gravity.
f splits: : 2 Peak impact pressures in jet-down orientations are reduced
: by the presence of the bottom and are delayed in {iRig. 8).
The influence of the bottom flattens the bubble and effectively
reduces the structural curvature. The resulting jet is reduced in
speed.
: ' 3 Peak impact pressures for jet-up bubbles increase with depth,
------ RS & [ while jet-down bubbles behave converséhig. 9). Gravity in-
5 : creases the curvature of jet-down bubbles and decreases that of
jet-up bubbles. Gravitational effects are reduced with depth.
4 Peak impact pressures on the sphere are stronger than the
‘ 4 disk (Fig. 11). The bubble curvature follows the effective struc-
100 150 200 250 tural curvature.

Normalized Pressure

Relative Time (ms) Each of the qualitative trends found in the computational stud-
ies can be understood in terms of a notional concept: the velocity
Fig. 11  Effect of structural shape and bubble depth on pres- of the jet(hence peak pressure loading at impaetries directly
sure loading for jet-down orientation as the curvature of the bubble at the time of jet formation. The
flow field is observed to develop high pressures around the high
curvature regions which accelerate the jet in its early formation.
As a corollary arising from momentum conservation: the jets with
higher velocity are narrower and have a shorter duration.
To understand the factors controlling the bubble curvature we
%pose a second notional concept: the bubble curvature is greater
. _ ! 10a0IRGE structures with greater effective curvature, and is either de-
between the disk and the sphere at four onditions as indi- creageq by gravity in the jet-up orientation or increased by gravity

cated by the trend lines. As shown in Fig. 11 for all four bubblg, yhe iet-down orientation. Since the bottom is a large, relatively
depths, the jet center loading on the sphere is higher but w%}g

. . . istant flat surface: the bottom reduces the effective curvature for
shorter duration than that on the disk. Furthermore, the jet touGis qown bubbles.
down time for the sphere nearly coincides with the bubble mini-
mum, resulting in a pressure loading that is nearly single peaked
(Fig. 1. At shallower depthglarger F 1), the bubble above the Acknowledgments
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Three-Dimensional Unsteady
= aemnen | OlMulation of Gavitating Flows in
weoee - L Injector Passages

S. D. Heister
Professor
Fully 3-D, unsteady, viscous simulations are performed on a plain-orifice pressure atom-
School of Aeronautics and Astronautics, izer being fed by a manifold with a crossflow. This geometry replicates features present in
Purdue University, both liquid rocket and diesel engine injectors. Both noncavitating and cavitating condi-
W. Lafayette, IN 47907-1282 tions are considered to determine the role of cavitation on the orifice discharge charac-
teristics. The presence of cavitation is shown to affect both the mean and unsteady com-
ponents of the orifice discharge coefficient. The presence of a significant cavitation zone
can inhibit vorticity transport causing nearly all the fluid to be ejected through a crescent-
shaped sector of the orifice exit plaj&0098-22020)01604-7

Introduction due to Chen and Heistdi16] which casts the physics of the

ayleigh-Plesset equation for bubble dynamics into an expression

The influence of injector orifice design has long been known {%r pseudo-density. Over the past three years, 2-D simulations

be a key _feature |nf_|uencmg_ the Jet/spra_y chqractenstlcs_ frOU%ing this approach have been validated extensively against ex-
these devices. In spite of this fact, relatively little analysis chlge
g

. . d imental results showing good comparisons with cavitation in-
experiments have been focused on this area in favor of score

studies on the effects which have taken place outside the Ol’iflﬁ gfg’l I[eznl%];[h, and characteristic frequencisnnell et al[20],

passage. This state of affairs is explained by the d!fﬂculty in ob- Despite these successes, the full 3-D problem has received little
serving these internal flows; transparent test articles must Qﬁ’

. ! i h ention due primarily to a limitation in computational resources.
manufactured and even in this case light refraction can make A P y P

; . 2. 5 e ever-increasing computational speeds and use of parallel pro-
_sual observations cha_lllengmg. In_ad(;iltlon, the tiny length scalg ssing has now enabled fully 3-D, time-accurate simulations
involved also complicate visualizations and surface-mount !

. . thin the past few years. It has long been known that the pres-
Instrumentation. o . o ence of a crossflow at the orifice entrance can substantially alter
Despite these complications, there is ample motivation 0 P&Ke qrifice flow patterns and discharge characteristics. The present
form such experiments since the flow in the internal passaggs dies are aimed at shedding some light on this flow which is
provides the initial condition for jet/spray development. In man¥,mmon to liquid rocket engine injectors and diesel engines. The
high-pressure injectors, cavitation has been believed to providgqgqing section provides a brief description of the model, fol-

experimental studies to date. Several experiments have been qgiydel Description
((jéJCted oﬁhth’\? yesr[sz]usl_m% trans_parent |O[gf]lceHS of guRpe_r-scal?Nh"e most atomizers operate in a turbulent flow regime, the
ergwerk[1], Nuric , Lichtarowicz et al[3], He and Ruiz ’ . X - '
[4], Strakey et al[5], Acroumanis et al[6]) and actual scaléTa- present calculations are_for a Iammar_ fluid assumption. In the
maki[7], Chaves et a[8], Henry[9], Li and Collicott[10], Chan- st_ropgly accelerated region near the Ilp of the mlet where the
dra and Collicotf11], Sanchez and Collicof.2], Karasawa et al. m!’?'mlu.mﬂ pressur|_e| occurs,dturbulence 'anﬁt believed to bhe of
13) iz Trese experments hav ot ol shown e prese % LT, Howeyer, Sounetenr e convacton et
ﬁf cavgatlon overda %’V'de arraydpf expenmenc}albconhdltlorrs, b e can have an influence onytheyﬂowfield Fl)Jnfortunater’ there
ave documented the unsteadiness created by the alternal L &

P - real lack of turbulence models for cavitating flows. This fac-
growth and collapse o.f.the.cawty In the vena-contracta region | ) combined with the promising results obtair?ed with previous
downstream of the orifice inlet. Recent experimental results haye: simulations noted previously, support the use of a laminar
quantified the length of the cavitiHenry[9], Sanchez and Colli- ;~ . - > -

. P flow assumption. Obviously, this is an area requiring further stud
gotltI [12])[as];/vell as the frequencies of oscillatiof@handra and since turbul%nce itself rem);\ins largely unexplcginedg y
ollicott [11]). o : 2=
! he main innovation developed in this model is in the treatment
Modeling eﬁofts havg also progrgssed over the past decgde ?E-he cavitation region itself. Individual bubbles appearing in the
SO sugh that arbltrary single or multiphase flow can be consider, itation region are not resolved, rather an average void fraction
in & single computation. The bulk of .thes.e approaches hag rel easured by the local mixture dén$ity predicted by the code
on a homogeneous fluid approximation in which the fluid is as; :

. . ' oo L single fluid is employed by defining a fluid pseudo-density
signed a pseudo-density which varies in extent from the liquid hich varies in magnitude between the liquid and vapor extremes.

the vapor extremes. The creation of this fictitious var!able nec ?'\fve nondimensionalize variables using the liquid density, the
sitates a constitutive relation to close the set of equations. Several

. . ! o
treatments have been utilizéBelannoy and Kuenj14], Kubota pSeudo-density becomes a parameter which varies fdi * to

etal. [15], Chen and Heiste16], Alajbegovic et al.[17] unity over_the range frc_>m pure vapor to pure I_|qU|d. The advan-
Schmidt et al[18], Ahuja et al19], most of these have aploeareqtage of this approach is that it does not require tracking of the

o . e number of individual bubbles formed in the cavitation re-
within the past few years. The present studies focus on atreatmgfé) and that results can be obtained for a fixed computational

mesh.
Contributed by the Fluids Engineering Division for publication in ticeJBNAL PO . e . . _
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division We choose liquid density, the orifice radius, and the idBar

December 6, 1999; revised manuscript received July 11, 1999. Associate Techn[?:lgll"”i).velocny as_ dimepsions. Following Kubota et fL5] the
Editor: J. Katz. viscosity of the mixture is writtenu = auq+ (1— a) u) whereu

Journal of Fluids Engineering Copyright © 2000 by ASME DECEMBER 2000, Vol. 122 / 791

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and u, are the vapor and liquid viscosities, amdis the void
fraction. Sinceug<u, and(1—a) is the dimensionless pseudo-
density, this result reduces to

L= pHy 1)

The two dimensionless variables pertaining to this flow are the
Reynolds and cavitation numbers

v,

i )
Pl_ P2

whereV is the Bernoulli velocity based on the liquid densigfX Fig. 1 Boundary mesh and schematic representation of cross-
and the orifice pressure drof{—P5), i.e. V=y2(P1=P;)/p.  flow imposed by the manifold
Finally, in Eq.(2), P, is the fluid vapor pressure.

Under these assumptions, the dimensionless governing equa-
tions take on the following form:

Re= p|Va/,u| K

dp dpu  dpv  Ipw nge,a’:?/I—p andP is the local pressure returned by the
r + v + T 0 (3) Navier-Stokes solver anié, is the fluid vapor pressure under our
X y z assumption of negligible surface tension effects. The relation does

account for hydrodynamic nonequilibrium effects in that the iner-
i + — tia term(Dp/Dt term on RHS of Eq(7)) does become important
at 2 ay gz IX at very small length scales. Scaling effects have been addressed
1/9 ou o du o du successfully using the modé&Chen and Heistefrl6]). Finally, in

(—p—+ —p—+ —p—) (4) Eq.(7) Ly is a characteristic length scale which is a function of

IX7dgx  dy " dy the site density:

Jdpu  dpu® dpuv  dpuw P
pu  dpu*  dpuv  dp

- Re dz" 9z

dpv  dpuv  dpv® dpvw 9P 3 \23
oy + P + P + i +— 2_ (8)
ot X ay 0z ay 0\ 4an,
1/ dv d dv 9 dv . Here, ny is the nondimensional site density. Letting the dimen-
=—|—p—+—p—+—p— i ; ;
Re\axox T ayPay T 92° 7z (5) sional site density be represented iy, then
_5 N3
dpW  dpuw  dpvw  dpw? JP No=NoD ©)
at * IX * ay * Jz * 9z whereD is a characteristic length used in the nondimensionaliza-
tion of the governing equations. Physically, represents the
_ 1) ow_ 9 oW I oW ©) number of active cavitation sites per unit volume. It has been
Relox? ox " ayPay  azP oz estimated to be about 4910"sites/n? by Fujimoto et al.[23]

or small scale internal flows. However, because currently it is
mpossible to measure submicron scale bubbles and site density
a'epends on the type of liquid, the degree to which it is filtered,
o . . ; and surface structure, additional sites may exist. Prior studies by
oscillation fre(?uenueiBhunrf]ell etbatl.[ZO]) and |nce§tlon pres'hBunneII et al[20] have shown that results are not sensitive to this
sures(Xu et al. [21]). The favorable pressure gradients on t arameter; a value of 1®sites/n? is assumed for this work.
inflow to the orifice suppress turbulence and the hydrodynamic
instability of the venacontracta, a key element in these flows, isComputational Mesh and Boundary Conditions. A mesh
resolved with a laminar calculation. was developed to treat a circular orifice machined perpendicular

The governing equations are solved via a second-order spat@the local manifold. Flow in the manifold imposes a crossflow at
and 1st-order temporal Marker and Cell discretization which ihe entry to the orifice as shown in Fig. 1. The mesh was con-
described in Chen and Heistgk6]. The two-phase treatment re-structed to take advantage of the symmetry about a plane inter-
quires an additional relation for the pseudo-dengityin order to cepting the center of the orifice passage in alignment with the
obtain closure for the governing equations. The current treatmebssflow direction(see Fig. 1L Note that this assumption does
(Chen and Heistef22]) is based on the dynamic response of @ot allow us to treat a “cyclone effect” in which a vortex enters
single bubble to changes in external pressure as it is convectrd orifice and is convected downstream. While this flow is cer-
through the flowfield. The constitutive relation represents thainly possible, our computational resources do not permit grid-
physics described in the Rayleigh-Plesset equation which goveting of the entire physical domain at this time. The mesh was
the dynamics of a single bubble in a quiescent field. generated algebraically by warping a square into a circle via use

The model presumes that all bubbles are of the same size. Fofrexponential stretching. The resulting circular mesh is then ro-
thermore, coalescence, bubble breakup, surface tension effegtged through various angles to form the paraboloid inflow bound-
and slip between the phases are not considered. This greatly siry depicted in Fig. 1. Additional exponential stretching was em-
plifies the physics of the flow, but still provides a gross responggoyed to enhance resolution in the region near the inlet lip. Here,
to the spatial and time varying pressure field. The resulting coexperience gained from prior 2-D modéBunnell et al[20], Xu
stitutive relation for the pseudo-density is similar to the Rayleigtet al.[21]) aided immensely.
Plesset equation in that changes in pseudo-density are governedlows on both inflow and outflow boundaries are assumed to be
by pressure and inertial forces: steady in formulating boundary conditions for the problem. Along

5 , L o2 the walls of the manifold injector, the no-slip condition was used.
D<p 6a’(1+a'+a'?)

While the real flow is most certainly turbulent, previous Z-d
and axisymmetric laminar results have compared well with me
sured cavity shape@Chen and Heistel16], Bunnell et al.[20]),

1la'—a'?—a'—1

~F_ (P—P,)+ Symmetry conditions were used along the plane of symmetry. At
Dt* L3(2+a’)(1—a'?)? v 6a’3(1—a’®) the exit plane zeroth order extrapolation is used for velocities,
R s assuming that viscous interactions are unimportant far down-
_ 1t4a’+a (%) @) stream of the orifice lip, and a constant pressupg) (outflow
6a’?(2+a’)(1+a’+a'?)|\ Dt condition.
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ary upstream. Thus, the actual inlet velocity is one position in the

mesh upstream of the boundary, and is calculated from the fu
§ == h f the boundary, and is calculated from the full
o+ = equation setEqgs.(3)—(6)) in order to maintain continuity through
\\\:;\&1% \\\‘\\\\\ out the domain.

Uniform Flow Sink Convergence Study

In order to determine if the solution methodology led to con-
vergence when refining the mesh, and also to determine a satis-
factory mesh for subsequent simulations, a simple grid conver-
gence study was undertaken. A coarse mesh consisting of 80
. . X21x21 grid points (32,000 celly and a fine mesh of 120
The upstream boundary represents a unique challenge. SiREgw 42 grid points(200,039 cells was used. Simulations were
manifold conditions downstream of the orifi¢E;,V5 in Fig. 1) disréﬁrsrggg ;‘rc])rtﬁemna;r;(lzoslgcc:tirgrs].s flow over a sharp edged orifice, as
are unknown. Appropriate conditions on this paraboloid surface The code was parallelized as described in Burfiz] to speed
were generated by modeling the inflow as a potential flow for_mqt the computation. Two dual-450 Pentiums were used in the
by a sink in a uniform crossflow. The sink was assumed to lie @by, tation. The use of 4 processors required an average of 12
the center of the orifice within the orifice entry plane as shown &conds of computation time per time step on the 200,039 node
Fig. 2. The velocity potential¢) for a uniform flow superposed griq for the cases that were simulated. This number is cut in half
with a sink can be written when the solver is used for single phase flow. Thus, for the first

Q 30,000 time steps or more, which is equivalent to the amount of
&(r,0)=V,r cosf— yp— (10) time it would take for a fluid particle to transverse the the injector
mr 6 or more times, the simulation is run as a single phase flow. This
whereV; is the specified crossflow velocity,is the radial coor- flow field is then used as an initial condition for the two-phase
dinate measured from the sink locatiahjs the angle measured simulation. This approach saves several days worth of computa-
from the sink/manifold plane and the volume flug=ma?Vv. tion time. Typical runs on the 200,039 cell fine mesh take 2—3
Writing the Bernoulli velocity,V, in terms of the pressure drop, weeks.

Fig. 2 3-D potential flow theory for inlet conditions for mani-
fold cross-flow

P,— P, gives Figure 3 shows the cavitation length and discharge coefficient
obtained for the two meshes plotted as a function of time. Here,
5, [2(P1=Py) V2 17) the discharge coefficienCy, is defined as the ratio of the com-
Q=ma p V1 (11) puted and ideal massflows. The ideal massflow assumes a flow

with the Bernoulli velocity (2(P,— P,)/p) through the available
orifice exit area. The computed massflow is determined via
uadrature of the massflux over the orifice exit plane. Note that
the coarse mesh the simulation was run as a single phase flow
fitil a non dimensional time of 20; for the fine mesh single phase
MWas assumed until a time of 60. A time step of 0.001 was used in
all cases; previous studig8unnell et al.[20]) confirmed that
results are insensitive to this parameter at this level. This explains

whereP; is the pressure upstream of the orifice inlet &3ds the
exit pressure of the orifice, see Fig. 1.

This procedure gives an approximate pressure distribution
the upstream boundary. The resulting velocity components on

tial (v =V ¢) and the pressure on the inflow boundaPycan be
determined from Bernoulli’s equation:

1 = why the discharge coefficient begins to adjust for the two phase
—+ §V¢-V¢= —+ Evi (12) phenomena at these times in Fig. 3. The coarse mesh has the
P P effect of smoothing the cavitation length and discharge coeffi-
Note that the velocities that are set on the upstream boundargnt. The mesh is not fine enough to capture the unsteady behav-
are only used to solve for the viscous terms in the momentuior of these two parameters of interest. The cavitation length is
equations. Since the gradients in this region are small, the erroraiiso predicted to be less and the discharge coefficient greater than
using potential flow velocities in this region is negligible. Investhat obtained by the finer mesh. The behavior is quite similar to
tigation of solutions showed smooth velocity profiles in the inlethe results obtained from the 2-D convergence study in Bunnell
region, thereby confirming the supposition that viscous stressasal.[20]. In the 2-D convergence study it was found that once
were of little importance in setting the inflow boundary condithe mesh was refined until the oscillatory behavior was obtained
tions. Continuity is solved for the entire domain minus the boundhat the overall integraldischarge coefficieitor averaged solu-

09
F

rie
o e

ror 1 0'8:
P RN F

Thr

0.7F

- F
[$) 05
80x21x21 N

80x21x21
————— 120x42x42 0.4} -~ - - - 140x42x42

03K

0.2

L RIS S T S T ) 01 T ST RO S S TR TR S
50 100 150 o 50 100 150

t

Fig. 3 Cavitation length, L., and orifice discharge coefficient,  C, for two
meshes (K=1.2)
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tions were fairly independent of more grid refinement. Therefore, 0.8
the 120<42x42 was used in all of the subsequent simulations.

Results

There are very few experimental measurements suitable for
comparison with calculations from this model. One notable excep-
tion is the recent experiments of Strakey and TallBy which
aimed at measuring orifice discharge characteristics in a manifold O 0.6
similar to those used in liquid rocket engines. An orifice with a

0.7

Cavitation #

LI B S EN B S S DAL S S s e e g |

diameter of 2.03 mm and a length of 10.15 mi/D=5) was S K=1.2
modeled. The inlet pressur®;, was 0.69 MPa and the inlet o5t ------ K=1.8
crossflow velocityV;, was 8.9 m/s. By changing the back pres- K=6.0
sure, the cavitation number was varied over a wide range of val-

ues. Water was used as the fluid in the tests. Three separate con

ditions were modeledk =1.2, Re=85, 400;K=1.8, Re=70, 850; 04 5 160 — 150
andK=6.0, Re=42, 800. t

Cavitation length i) and discharge coefficientCy) results
are summarized in Figs. 4 and 5. For the case where the cavitationFig. 5 Discharge coefficient histories for ~ K=86, 1.8, 1.2
numberK=6.0, no cavitation of any significance was present.
WhenK=1.8 cavitation developed around the lip of the orifice

extendlng only 2 percent of the total length of the injector at |tsable 1 Comparison of time-averaged discharge coefficients

maximum extent. A small cavity did develop downstream of the cavitation No.K Strakey/Talley Computational
lip at about 16 percent of the injector length early in the simula — —

tion, but this quickly reverted back to liquid. This is most likely K Cq Cq

due to the fact that when the simulation begins with the single- ‘ig 892 8%
phase solution, the cavitation tends to overshoot. It then settles 12 065 068

into a characteristic periodic growth and collapse at some shorter
extent. Finally, forK =1.2 the flow field becomes extremely cavi-
tated extending about 80 percent of the length of the channel.
Here, the cavity length was taken as the furthest extent in the
orifice that the local pseudo-density was found to contain at leasited in Table 1. Values @4 change rapidly witlK at the lowK
2 percent gas. While this choice is somewhat arbitraryl th@as value of 1.2 which can lead to a substantial change in discharge
quite insensitive to the threshold selected because the density ¥ar-a small change iiK.
ies rapidly at the outermost edge of the cavity. The value ofCy is over predicted by the code under noncavi-
The discharge coefficient is shown in Fig. 5. For the two cavtating conditions when boundary layer losses on the surface of the
tating cases, calculations up te 60 were for single-phase flow. passage play a larger role. Similar effects were noted in axisym-
One can note a dramatic decreas€jnin the K= 1.2 case as the metric calculations and are generally attributed to the fact that the
two-phase computations are initiated. Clearly, the presence of fhresent code is laminar while the boundary layers in the device
cavitation is to reduce the effective mass flux out of the injectoare turbulent. In addition, the effect of orifice geometry also plays
Even wherK=1.8 and the cavitation is only visible about the lip,a key role. Slight rounding or canting of the orifice lip can have a
the discharge coefficient drops about 2 percent. In all three casagnificant effect on the resulting flow fielgku et al.[21], Chen
the discharge coefficient is found to reach a quasi-periodic staed Heiste{25]). The numerical results assumed a sharp edged
with oscillations roughly 1-2 percent of the mean. Note that evamnifice, where as in practice the manufacture of a truly sharp
under noncavitating condition¥&6) discharge oscillations are edged orifice is not possible. Another source of error could lie in
present due to instabilities in the vena contracta formed at ttiee mesh used for this simulation. Recall Fig. 3, as the mesh was
orifice entrance. refined the discharge coefficient fell in value. It is conceivable that
Comparison of the discharge coefficient results with the experifining the mesh may bring the results somewhat closer in value.
mental results of Strakey and Tallgy] shows good agreement as The frequency of fluctuation for both the discharge coefficient,
C4, and the cavitation length,. , are found to be the same, 3589
Hz, for the cavitatingK =1.2 simulation. Physically, this oscilla-
tion is caused by hydrodynamic instability of the vena-contracta.
We have investigated the instability in detail in axisymmetric ge-
ometries(Xu et al.[21]) and found it to exist in both cavitating
and noncavitating flows. When the cavitation length is a maxi-
mum, the discharge coefficient is at its maximum amplitude. As
the cavitation length decreases so to does the discharge coeffi-
- cient. This is likely do to the increase in volume downstream of
Cavitation # the cavity region as the cavitation length decreases allowing the
K=1.2 liquid to backfill thus reducing the mass flux exiting the orifice.
—————— K=1.8 This correlation between the cavity length and the mass flow ex-
iting the orifice has previously been seen in the axisymmetric
simulations of Xu et al[21].
, WhenK=1.2, a highly developed, quasi-periodic cavity forms
' in the orifice. Figure 6 shows the cavitation via contours of the
Y E— - ~~ pseudo-density at four instances in tim&he cavity region ini-
— 5'0 — 160 e 15'0 tially begins growing from the lip of the orifice and precedes
t downstream. After the cavity reaches its furthest extent, the

0.8

0.6

©0.4

0.2

L /L

Fig. 4 Cavitation length histories for K=6, 1.8, 1.2 1A color rendering of Figs. 6, 9, and 10 can be seen on the JFE website.
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Fig. 8 Typical streamline patterns  (K=1.2: cavitating )

[11]). The present results are consistent with the notion that the
frequency is related to the time a fluid element spends in the
orifice passageway.

Streamlines and Velocity Fields. Figures 7 and 8 show the
typical streamlines for a given instant in time. In the noncavitating
case K=6.0) a strong vortex develops about one diameter down-
stream of the lip. For the cavitating case the vortex develops far-
ther downstream. The cavity region tends to act as a slipstream, as
can be seen from the streamlines in Fig. 8. The effect this has on
the exit flow conditions of the injector orifice can be seen in Figs.
9(a) and 1@a). The figures show orifice exit streamline patterns
for cavitating and noncavitating cases. The crossflow from the
manifold would come from the left in the views shown in these
figures.

0.072 0.196 0.319 0.443 0.567 0.691 0.814 0.938

Fig. 6 Cavitation profiles at four different instances in time
(K=1.2)

bubbles in the region approximately one diameter downstream of

.0
the lip begins to collapse. In this region the pseudodensity is about &: o ﬂﬁﬁg MP
. ; h e =0. a
0.5 in magnitude. In other words, about half of the cavity region is 8.9 mis
liquid. Beyond this point, a full cavity develops about 2 diameters
further downstream. The next diameter downstream is highly ac-
tive with the collapse and reformation of cavitation. In this region
the cavitation actually separates from the wall due to the circula-
tion of liquid about the circumference of the orifice. 0.828
In this case, the period of oscillation is found to be 0.28 msec. b. 0.631
Similar behavior has been noted in both 2-D simulati@isnnell 0.434
et al.[24], Xu et al.[21]) and experimentéChandra and Collicott 0.237
0.039
0.162
¢ 0.106
0.049
-0.008
-0.064
0.049
d. 0.018
-0.012
-0.043
-0.074

Fig. 9 Exit plane velocity characteristics (a) streamlines; (b)

t=100 axial velocity contours;  (c) transverse velocity, (in direction of
cross-flow ); (d) transverse velocity, (normal to cross-flow ); K
Fig. 7 Typical streamline patterns  (K=6.0: noncavitating ) =6.0: noncavitating )
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Fig. 10 Exit plane velocity characteristics (a) streamlines; (b)

axial velocity contours;  (c) transverse velocity, (in direction of

=0.141
cross-flow ); (d) transverse velocity (normal to cross-flow ); K
=1.2: cavitating )

For the noncavitating flow(Fig. 9a)), a greater amount o

structure is present, revealing extensive vorticity transport a
result of the crossflow at the inlet. Several smaller recirculatioff
zones develop along the edge of the orifice. In the cavitating flo

these smaller cells of circulation are not preséng. 10a)). For-

mation of cavitation tends to reduce exit plane gradients and
hibit development of streamwise vorticity. The vortical structur

Implications on Atomization. Determining the effects on
overall atomization produced by these orifice flows is a complex
task. The most obvious notion is that the spray will be biased to
the side of the orifice which lies downstream of the crossflow.
Variations induced by the crossflow are known to persist unless
the orifice passage is very long /D >10).

The effect of cavitation on the spray is much more difficult to
assess. While the cavitated region tends to serve as a blockage for
a greater fraction of the orifice exit area, this fact leads to higher
exit velocities as compared to a noncavitating case. While tempo-
ral variations in injector massflow occur in both cases, these ef-
fects are more prominent in cavitating orifices. This behavior
could enhance atomization for cavitated flows. However, the slip-
stream behavior of the cavitation surface tends to inhibit vorticity
transport and transverse velocities which can serve to break-up the
exiting flow. In comparing Part&) and(d) of Figs. 9 and 10, one
can see that there is a large region of negligible transverse veloc-
ity in the cavitated flow. The lack of appreciable radial/tangential
velocities in this region will serve to inhibit atomization.

Overall, the presence of cavitation tends to accentuate the pres-
ence of the crossflow; nonaxisymmetric discharge characteristics
will be much more evident in an orifice which is cavitating an
appreciable amount. The lack of knowledge of the importance of
all these factors makes it very difficult to assess how the drop
sizes might be affected by these varying conditions.

Conclusions

A series of numerical studies have been performed to assess the
flowfield inside a plain-orifice atomizer driven by a manifold flow
with crossflow. The influence of cavitation within the passage has
been addressed. Results indicate that for a given flow condition,
the presence of cavitation tends to decrease orifice massflow in
addition to contributing noticeable massflow variations in the 1-2
percent range. Comparison of a highly-cavitated case with a non-
cavitated case shows the cavitation boundary to act as a slipstream
which inhibits vorticity transport within the orifice passage. The
cavitation region restricts the orifice discharge to a relatively

¢ small crescent-shaped region in the orifice exit plane. Axial dis-
scgarge velocities are higher for a cavitated orifice, while trans-
rse velocities and exit plane vorticity are smaller than a non-
GAvitated passage. The overall repercussions of these differences
oh the atomization process are difficult to assess due to the large
ipumber of considerations and relative lack of knowledge of at-
gmization itself.

at the exit also tends to move about more in the noncavitating
case. The presence of significant cavitation appears to inhibit tiisknowledgment

behavior as well.

Part(b) of Figs. 9 and 10 shows contours of the axial velocit)c
at two instances in time foK=6.0 andK=1.2. This can be E

The authors gratefully acknowledge the support of this work by
ummins Engine Company under the guidance of Dr. Wayne
ckerle and by the Army Research Office under Contract

thought of as a representation of the mass flux from the injeCt%AAGG-98-1-0318 monitored by Dr. David Mann
In both cases, the maximum flux forms a crescent moon shape or ' '

horseshoe like structure on the side of at the exit plane which

omenclature

downstream from the crossflow. This region contracts and grows
with time. In the cavitating case, there is a significant stagnant a
region where little or no mass flux is present. For the noncavitat- Cg
ing simulation this region has a mass flux which is still approxi- K
mately 50 percent of the maximum exit velocity. The peak axial L
velocity in the cavitating case is nearly 20 percent higher than in L,

the noncavitating case due to the fact that substantial flow is ob- n
served over a smaller fraction of the orifice exit plane. P

Parts(c) and(d) of Figs. 9 and 10 show contours of the trans- Re
verse velocities. Part) shows the crossflow velocity, and Part r
(d) shows the vertical velocityv. In the noncavitating case, the t
transverse velocities in the region of the symmetry plane reach u
about 20 percent of the maximum axial velocity at the exit. Out- v
side of the this region the transverse velocitiesald percent of \%
the maximum axial velocity. In the cavitating flow the transverse w
velocities comparable; on the order of 10 to 15 percent of the X
maximum axial velocity. Y,z
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Kyushu University, The linear stability analysis of cavitation in flat plate cascades corresponding to 2, 3, 4,
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Professor, analysis in which the inter-blade phase difference of disturbance was assumed. It was
Graduate School of Engineering Science, shown that the modes with total cavity volume fluctuation depend on the inlet duct length
Osaka University, while the modes without total cavity volume fluctuation are independent on the system.
1-3 Machikaneyama, [S0098-22000)01304-3
Toyonaka, Osaka, 560-8531 Japan
e-mail: tujimoto@me.es.osaka-u.ac.jp
Introduction flat plate cascades corresponding to 2, 3, 4, and 5-bladed impellers

d discussions are made on the effect of the blade count on

Varlous_ "”?ds of cavitation related phenomena_such as al'tern% ssible destabilizing modes. The system dependence of the cavi-
blade cavitatiorf1,2], cavitation surg¢3], and rotating cavitation ation surge modes is also discussed

[4-7] were examined by a series of our theoretical analyses
[8-11]. In the early studies of cavitation surge, the effect of cavi- .
ties are modeled by cavitation compliance and mass flow gdialysis Model

factor and extensive studies have been made to determine thes#/e consider a cascade of flat plates with the chord le@jth
factors[12]. It was further found in the actuator disk analysis ofhe spacingh and the stagger angje as shown in Fig. 1, with a
rotating cavitation13] that positive mass flow gain factor is themean flow of magnitud& and the angle of attack at upstream.
cause of rotating cavitation as well as cavitation surge. In thegbe index of blades is defined by taking account of the periodicity
analyses modeling the effects of cavities by those factors, th&blade row for the inducer with blade numbgy: the blade
relationship between the flow details around the cavity and thecated onx-axis is given the index zero, and the index increases
instabilities cannot be discussed. To clarify the relationships, Wia-positive direction ofy-axis and the index oZyth blade returns
tanabe et al.8,9] first proposed a method for the stability analysi$0 zero.

of two-dimensional cavitating flow in cascades. This method hasWe consider the case of partial cavitation with cavity lenigth
been applied to various cases by the present aufd@x4 1. In 0N the nth blade. It is assumed tha_t_ steady and unsteady flow
these analyses, the inter-blade phase difference of disturbancgiggurbances due to blades and cavities are both small. Based on
assumed for the purpose of reducing computational time. Thdkis assumption, quadratic and higher order terms of those distur-

analyses can predict only the instabilities of assumed modes, &ficé components are neglected. Inviscid, linear closed cavity

we need to generalize the treatment to find all possible modesM°del is employed and the boundary conditions on the cavity
urface are applied approximately on the blade surface. From

It is well known that the alternate blade cavitation, in which th 8 h . ft b di .
cavity length changes alternately from blade to blade, occurs {}ES€ assumptions, the re-entrant jets often observed in experi-
impellers with even number of bladés,2,5. It was found that ments are not included in the present analysis. No cavity shedding

o S - is,assumed but the cavity length is allowed to oscillate freely.
alternate blade cavitation can be simulated by a potential ﬂda/Assuming the periodicity of the disturbances o blades,

calculation[10], but the effect of blade count has not been clari- L .
fied theoretically. On the other hand, it is also known that ane represent the velocity disturbance due to the blades and cavi-

asymmetric steady cavitation pattern with one cell occurs at a
cavitation number slightly smaller than that of rotating cavitation

onset. This occurs in 3-bladed inducgrs as well as in 4-bladed iy
inducers[5]. No attempts have been made to simulate the asym- B L =10000)
metric steady cavitation. - 77 Lt blade
In the present study, under the above circumstances, attempt. 7 =constant -’ % | _
are made to obtain all possible steady and unsteady cavitatior T e\ p - i c - \
modes in finite blade count impellers. We generalized our previ- 4 “ - /“10' e
ous stability analysis by removing the assumption on the inter- . ., . = g T
blade phase difference. The analysis is made for the cavitation in TR 7y 1| Gy - Dihblade
Izy-1
. . . . . L . S g2 v 3 + Singularities
Contributed by the Fluids Engineering Division for publication in ticeJBNAL y y 7, .
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 1Zy-1 22y -1 N~
June 3, 1999; revised manuscript received July 18, 2000. Associate Technical Editor:
J. Katz. Fig. 1 Model for present analysis
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ties as follows by source distributiorss, on the cavity region, Boundary Conditions
vortex distributionsy,,, and y,,, on the blade and trailing vortices

7., on wake surface of the blades All the singularities are distributed on the blades and their ex-
tn .

tensions assuming that the flow disturbance is small. The follow-
w(z,t)=u—iv ing five boundary and complimentary conditions are applied.

~ N1 1 1 The pressure on the cavity surface equals to the vapor pres-
=Ue '“+NePel+ — E HJ [gn(s1) +iyin(sy)]  sure. From the suggestion of a reviewer, it was found that a term
27 70 0 representing the effect of the centrifugal force due to the curvature
of the steady cavity surface is neglected as second order small

X[Tn(Z1nS) = Tn(—Lolnsy)llnds; quantity in the present analysis. Wang and Y¥4] pointed out

(2 that this term causes surface waves on the cavity surface. So, the
i | (s f{z,(C=1p) s+ (21,—C)} present analysis cannot predict the instabilities related to the sur-
1 face waves.
—f{—L,(C—1,)s,+(21,—C)}(C—I,)ds, 2 The velocity component normal to the wetted surface should
be zero.
+i L Yl O (2, 6) = Fo(— L,f)]dgﬂ 1) msd;awty thickness at cavity trailing edge is zéobosed cavity
4 The pressure difference between the pressure and suction
_ T i(al2- ™ —i(m/2— n surfaces of blade vanishes at the trailing edge of bladsteady
fn(Zlg)*me i B co m(z_é)e it ﬁ)_Z—NW Kutta’'s COﬂditiOl).
2) 5 Downstream condition: As the downstream duct length is

) ) assumed to be infinite, the downstream flow rate fluctuation is
wheres, ands, are introduced in order to take account of thgphressed due to the infinite inertia effect. Thus, the fluctuation
variable cavity lengtt, and defined by of cavity volume is related to the upstream velocity fluctuation.

=l,5; (0<é<l,, 0<s,<1, n=01,...Zy—1) (3 _
¢ p (0=¢ ' D ©) Analytical Method

£=(C=ls (21, =C) We specify the strength of singularities at discrete pomts
(1,<&<C, 1<s,<2, n=0,1,...Zy—-1) (4) =S (k=1~Nc) on cavity surface an8,, (k=1~Ng) on wet-
. o ted surface in the coordinates stretching with the variable cavity
The functionf(z,£) represents the effects of infinite numbter ofength as unknowns as well as the variable cavity length. The
singularities of equal strength located at=¢+mZzZyhe“, poundary conditions are applied at the middle of those discrete

m=—=,...,—1,0,1%. The strength of singularities are specipoints. After linearization, the boundary conditions are reduced to
fied on these coordinates and s, moving in accord with the the following set of linear equations.

variable cavity lengthl,. In the present analysis with larger For steady components,
L (L=100@), f(—L,¢) is approximated by- w&#/h.

The strength of singularities and the cavity length are divided ( Cq,(S1) )

into the steady and unsteady components. We consider unsteady :

components with the time dependence éf'ewhere w=wg C, (Sw)

+jw, is the complex frequency with its real pavlz signifying i _ _

the frequency and the imaginary past the decay rate. [As(lsn)] . ={Bs (n=01...Zy=1) (6
In the previous analyses of alternate blade cavitation, cavitation Cyon(S20)

surge and rotating cavitation, the phase of the disturbance on each :

blade is assumed depending on the instability considered. In these | of2a |

analyses only the stability of the phenomenon assumed can be
examined, but the phenomenon with other mode cannot be peasd for unsteady components,
dicted even if it exists. To find out all possible modes, we re-

moved the assumption on the phase of disturbance on each blade. Gn(S10
We assume that the outlet duct length is infinite and there exists o

no velocity fluctuation at downstream infinity. The inlet duct Y1n(S11)

lengthL is assumed to be finite and set to be 1000C in this :

study. The inlet duct is connected to a space with constant total Yon(So1)

(=statig pressurep, along AB at the duct inlet. The complex

conjugate velocity fluctuation there is denotedig”e", where [Aullsn,@)] ’l]. {0 (n=01,...2y=1) (@
N represents the amplitude of axial velocity fluctuation. o
The velocity around the blades is divided into the uniform |
steady component,U«), the steady disturbanceid,v,), and “n
the unsteady disturbance,p) components as follows, with the B
complex frequencyw=wg+jw, to be determined from the N

analysis. where Ag(lsn), Ay(lsn,») are coefficient matricesB is a con-

stant vector.Cq,, C,1,, andC,,, are the functions of steady
(5) components of singularities and defined as follows.

an: Osn(81)/(Ua)

u=U+ug+Te
v=Ua+v+0e

Here, we assume that<1, U>|ug, [vg>[U|, [v| and lineariza-

tions are made based on these assumptions throughout the present Cy1n= y1sn(S1)/ (U a) (8)
study. C. = (spl(Ua)

Because the fundamental flow field and the formulation are the ven= Yasn(>1 @
same as those used in the stldg], we do not get into details in The value of unknowns onth blade are shown by the index
the present paper. (=0,1,...Zy—1). In the previous analyses, we assumed the
Journal of Fluids Engineering DECEMBER 2000, Vol. 122 / 799
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inter-blade phase difference of the disturbance to decrease tne

number of unknowns. In the present study, we consider the un- \

k_nowns on a!l _blades as i_ndependent variables to obtain aI_I pos- ls;=A+B cos( 2Wlm) (14)
sible destabilizing modes in a cascade corresponding to an impel- N

ler with finite number of blades.

The steady flow is determined from E@), which shows the
steady cavity lengthy,, is a function ofo/2«. Equation(7) is a set
of linear homogeneous equations. For the cases with extern
forced disturbances, E¢7) has nonzero vector in the right hand

wherem is a number of cell. By solving Eq6) excluding the

cavity closure conditions for these cavity lengih, we obtain the

33 vity thicknessy, at cavity trailing edge. We define the residual
the cavity closure conditions as follows.

side. In the present study without any external disturbances, the S(A,B) 1 Nl
determinant of the coefficient matrix,(ls,, ) should satisfy A [7,(A,B)] (15)
N n=0
|Au(|snnw)|:0 (9)

The approximate values of cavity length can be determined from
so that we have nontrivial solutions. The complex frequeacy the values ofA andB which minimize the residua¥(A,B). Using
=wgtjo, is determined from Eq(9). Thus, the angular fre- them as initial values, the cavity length, which satisfies the
quencywg and the stability of cavitation depend on the steadyavity closure condition can be found by iterative methods such as

cavity lengthlg, or equivalentlys/2a. Newton’s method.
We use the following Strouhal number based on steady cavityFigures 3a) and(b) show the residuab(A,B)/C of the cavity
lengthlge. closure condition for the cavitation in the cascade with the solidity

of C/h=2.0 and the stagger ¢=80.0 deg for the blade number

= wR/ZW, _af2m (10) of Zy=3 and 4, respectively. These are the results dé2a
U/lse U/lse =2.4 and the number of cefh is set to be unity, to obtain a
where St represents the nondimensional decay rate. solution corresponding to asymmetric cavitation. In these figures,
For rotating cavitation, we define the following normalized
frequency.
0.6
wl2T)Zyh 3(A, B)/IC | =A
kR_i_jkI:ﬂ (11) 05 sO
Ug 04l Iy 4=A*Bsin(27 /3)

The real partky represents the ratio of propagation velocity of mo3f 0.010 | lgp=A-Bsin{4r 13)

disturbance to the peripheral velocitly; of cascade, observed in

a frame moving with the cascade. Here, we define the phase dif- 021 0008,
i i 01} :
ferencedy, of_ the dlstl_eran(_:e onth bladt_e relative _tomth blade. 0.002 £qual length cavitation
The propagation velocity ratio observed in the stationary friefne 0 : '
can be determined from the following equations kqe>0. @ O %2 04 A 06 08 1
ki=1+kr (0<8y,<m)
R R ot (12) 0% 5 ByC A
ki=1—kg (—7<6,<0) 04 s0
IS1=A+B
Results and Discussions @ 03 lgp=
02
Steady Cavitation. The following three types of steady cavi- ls3=A-B
tation have been observed in experiments; the equal length cavi- 01 8%’6‘2 , .
tation in which the cavities on all blades are identical, the alternate 0 —~2-Equal length cavitation
blade cavitation in which the cavity length differs alternatively, 0 0.2 0.4 06 0.8 1

and the asymmetric cavitation as sketched in Fig. 2. In the present  (b) A
study a systematic research has been made to determine if steady

solutions exist corresponding to these cavitation patterns in finite 0.5 Alternate blade cavitation
blade count impellers. 0.4 lsp=A*B
The cavity lengthd,, (n=0,1, ... Zy—1) are determined for 03 Ig1=AB
a given value ofs/2a using the following procedure. To deter- ) | .=A+B
mine the approximate values, we assume the cavity lehgtas 0.2 Is2_A 5
follows. 0.1 s3™'
, N 0 . 0.0005 Equal length cavitation
lsn=A+B sin( 27T—m) (13) 0 02 04 06 08 1
Zn (© A
06 1
05| ABIC lsg=A

7Equal length cavitaﬁo\n Ig4=A+Bsin(4z /5)
- s

lso=A*Bsin(8x /5)
lsz=A+Bsin(12 /5)
=A+Bsin(167 /5)

0 0.2 04 0.6 0.8 1

©03
W

'54

)

(a) Equal length cavitation (b) Alternate blade cavitation {c) Asymmetric cavitation (d) A

Fig. 2 Various types of steady cavitation, adopted from B. Fig. 3 Residual of cavity closure condition at ol2a=2.4. (a)
Goiland et al. [5]. (a) Equal length cavitation; (b) alternate  Zy=3, m=1; (b) Zy=4, m=1; (¢) Zy=4, m=2; (d) Zy=5, m
blade cavitation; (c) asymmetric cavitation =2

800 / Vol. 122, DECEMBER 2000 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2
— i . Steady cavity length
O Equal length cavitation < R 1
(Z)\72.3.4,5) — i
- 4 Alternate blade cavitation 0 | L : ! L 1 !
=0 (Z72.4) 0 1 2 : 3 4 5 6 7
£ | — Wade (1967) 1.57 :
()] !
ﬂ-C) o et r * *> ~—e
2 1 g 1T : 2
& £ i'_(o' @ er
>, S
B4 o i | OModel (8,4 =180de
3 Sosf || A Mode I Ea 8’] = 0 de§§
n = A i | O Mode Il (6 4’4 = 180 deg)
{ © | ®ModelX(dgq= 0Odeg)
A A | L L P J
. ‘ re 1 2 3 4 5 6 7
00 1 2 3 4 (a) o R2a
o Ra 2
Fig. 4 Steady cavity length for the cascade with Zn=2,3,4,5, 1+ (I/h)
C/h=2.0 and B=80 deg e o s e T -
- 0 Steady cavity length i
the residualb(A,B)/C is locally minimum only neaA=0.33 and 0 1 2 : 3 4
B=0. This indicates that only the equal length cavitation exists, 1.51 ‘”’i
and no solutions corresponding to the asymmetric cavitation are %
obtained. « i
Figures &c) and(d) show the residuab(A,B)/C of the cavity o 1k !
closure condition foro/2a=2.4 andm=2 in Eq. (14) and Eq. = i~—(0 2a )¢
(13) for the cascades witAy=4 and 5, respectively. In Fig.(8), 2 [%
S8(A,B)/C becomes minimum not only #&=0.33 andB=0 cor- o :
responding to the equal length cavitation but alsé&at0.26 and 5054 i
B=0.22 corresponding to the alternate blade cavitation. From this £ A Mode i 8 1 shown| |
result, it is found that the alternate blade cavitation can exist in @ L1 Mode Il in Fig.50c) [ |
addition to the equal length cavitation fdg=4. ¢ Mode IX 9 !
In Fig. 3(d), the minimum point of$(A,B)/C is not found % 1 5 3 4
except that neaA=0.33,B=0. Thus, forZy=5, only the equal
length cavitation was found and the cavitation pattern correspond- o 2a
ing to alternate blade cavitation or asymmetric cavitation was not  (b)
found. 8
We also made other trial calculations for various combinations 1 ( /h)
of Z,, andm at various values of/2« in the case of the cascades < R R e o
with Zy=2, 3, 4, and 5. From these results, it was found that the =7 Steady cavity length i
alternate blade cavitation occurs only in the impeller with even 0 ' ‘ )
number of blades. This fact agrees with experimental observa-  __ 1800 1 2 A i 3 4
tions. However, no steady solution corresponding to asymmetric D A
cavitation was found. = 3 .
Giving the cavity lengtH, predicted by the method mentioned S 90r Ol
above as initial value, we obtained the solution for cavity length SN ¢
|, by repeating the correction on the cavity length until the cavity g ti~— (0 2a )¢
closure condition was satisfied to the orders&$f\,B)/C<10"8, s 0 !
Figure 4 shows the results of steady cavity length obtained finally. E #
The symbolO in Fig. 4 represents the equal length cavitation and 5 A Mode Il !
the solid line represents the results obtained by conformal map- 8 -90 [ 1 pode It E’
ping method[15]. Symbol A shows the solutions corresponding e & Mode IX o
to alternate blade cavitation found in the cascades with even num- & - ) ﬂ,] ‘
ber of bladesZy=2 and 4. No other type of steady solution was '1800 1 2 3 4
obtained. o 2a

(c)

Unstable Modes of Cavitation Fig. 5 Unstable modes of the cavitation in the cascade with
Figures 5, 6, 7, and 8 show the reduced frequency St of uBg=2, C/h=2.0 and B=80 deg. (a) Strouhal number for equal

stable modes and the phase differefigg. (6, ) for the case length cavitation; (b) Strouhal number for alternate blade cavi-

of the cascade with the number of blad&,=2, 3, 4, and 5, tation (c) Phase difference for alternate blade cavitation

respectively. Many unstable modes are obtained but only the

lower order modes are shown in the figures. In the previous analy-

ses[10,11], the stability of the cavitation with assumed mode was

examined. In the present analysis, we can examine the all possible
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a Wmm““»mwm
8 M| e
E
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305 <& Mode V(8 |y 41 =-120 deg)
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@ Mode IX(8 /neq = 0deg)
S . ‘ I

5 6 7

Fig. 6 Unstable modes of the cavitation in the cascade with
Zn=3, C/h=2.0 and B=80 deg

modes without any restrictions on the phase of the disturbance.
The length of steady cavity examined is shown in the upper part
of Figs. 5-8.

First, let us focus on the results for the caseZgt=2 and 4,
shown in Figs. 5 and 7. In the case of equal length cavitation, the
phase differencd,, .1 is found to be identical in each mode for
any blade indexh. On the other hand, for the case of alternate
blade cavitation wittiZy= 4, we have to refer to two phase differ-
encesf, .1 and é, ., because the phase differences are differ-
ent alternately. For simplicity, we assume a longer cavity on the
Oth (2nd) blade. The phase differeneg ; (6,9 is shown in Fig.

5(c) and Fig. 7c). The phase differencé, ., for the case of
Zy=4 is indicated in Fig. ®).

Mode | shown by the symbaD in Fig. 5a) and Fig. 7a),
obtained for the case of equal length cavitation in the cascade with
even number of blades, is a mode in which the frequency equals
to zero and the phase anglg,(= 6,3 is 180 deg. This suggests
that the cavity on one blade becomes longer exponentially and the
cavity on the neighboring blades shorter. Mode | indicates the
transition of equal length cavitation to the alternate blade cavita-
tion. Thus, in the region where Mode | exists, the equal length
cavitation is statically unstable. On the other hand, in the results
shown in Fig. Bb) and Fig. 7b) for the alternate blade cavitation,
Mode | is not found. Thus, the alternate blade cavitation is stati-
cally stable.

In the results shown in Figs. 6 and 8 for the cascades with odd
number of bladesZy=3 and 5, the divergence type mode with
the frequency 0 is not found. This shows that the equal length
cavitation in the cascade with odd number of blades is statically
stable for all values otr/2«. This corresponds to the nonexist-
ence of steady “alternate blade cavitation” for the impellers with
odd number of blades.

Mode Il and Mode 1X, denoted by symbols and 4, respec-
tively, in Figs. 5a), 6, 7(@), and 8, are the cavitation surge modes
with the same phase for all blades. The Strouhal number of lower
mode, Mode Il, depends on the lendthof the inlet duct while
that of the higher order mode, Mode IX, is independent of the
lengthL [9]. Here, we examine the reason. Figuréa)&nd (b)
show the cavity shapes of Mode Il and Mode IXadRa = 2.0 for
a=4.0 deg, respectively. The cavity shapes in one period qﬁ
shown in every one fourth period from the tini@) in Fig. 9]
when the cavity length is 1.05 times as long as steady cavity

length. And also the rati@clvcs of fluctuation of cavity volume
to the steady cavity volume is shown in the figure. The fluctuation
of cavity volume in Mode IX is significantly smaller than that in
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Fig. 7 Unstable modes of the cavitation in the cascade with
=4, C/h=2.0 and =80 deg. (a) Strouhal number for equal
(b) Strouhal number for alternate blade cavi-
tation; (c¢) Phase difference for alternate blade cavitation
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Fig. 8 Unstable modes of the cavitation in the cascade with
Zny=5, C/h=2.0 and B=80 deg

The results in Fig. 7 agree with the results obtained by assum-
ing inter-blade phase differen€®0,11]. This proves that there are
no extra unstable modes in addition to the modes which had al-
ready been obtained.

Rotating Cavitation

In this section, we discuss the effect of the number of blade for
the mode corresponding to rotating cavitation. The frequencies of
the lower order modes of rotating cavitation, Mode | and Mode
II=VIIl in Figs. 5(a), 6, /@), and 8, are replotted in Figs. ),

(b), and(c) in terms of the propagation velocity ratig observed
in stationary frame.

The first mode shown in Fig. 18) represents the conventional
forward rotating cavitation observed in experiments, and the sec-
ond and third modes shown in Figs.(fbpand (c), respectively,
represent the backward rotating cavitation and higher order mode
of forward rotating cavitation respectively. As has been indicated
by Watanabe et a[8], the absolute value of propagation velocity
ratio ki of these modes increase as the inter-blade phase differ-
ence 2rm/Zy of disturbance decreases. Asr@/Z, decreases,
the regions in which first and second modes appear become

Mode II. Therefore, the mass flow fluctuation in the inlet ductmaller and that in which third mode appears becomes larger.
does not occur and the frequency of Mode IX is not affected by The results obtained by the present analysis agree with the re-

the length of the inlet duct.

sults which have been obtained so far using the assumption of

Mode IlI-VIII in Figs. 5(a), 6, 7(a), and 8 correspond to the phase of disturbance. Thus, it is found that the unstable modes can
modes of rotating cavitation. They are discussed in the next sée predicted by the conventional analyses if appropriate phase

tion.
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Fig. 9 Unsteady cavity shapes in first and second modes with

a=4.0 deg. (a) Mode II; (b) Mode IX
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difference of disturbance is assumed.
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Fig. 10 Destabilizing roots of rotating cavitation.
mode; (b) second mode; (c) third mode
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(a) First

As shown in Figs. 5—10, many various unstable modes appear
when the cavity length of equal length cavitation becomes longer
than 65% of the pitch. This means that the equal length cavitation
with longer cavity is unstable both statically and dynamically. It
has been shown ifl0] that these instabilities are caused by the
interaction of the local flow with small angle of attack near the
cavity closure with the leading edge of the opposing blade. We
should note here that a term representing the effect of the centrifu-
gal force due to the curvature of the steady cavity surface is not
included in the present analysis. This term may affect the higher
frequency modes and may cause additional modes related with the
surface waves on the cavity.

Conclusions

A systematic study has been made to examine all possible
steady cavitation modes for impellers with finite blade count. In
this survey only alternate blade cavitation in even number of
blades cascades was found in addition to the equal cavity mode:
unfortunately, the asymmetric cavitation mode observed in experi-
ments could not be predicted in the present analysis.

Linear stability analyses were then carried out for all the steady
cavitation modes. For even number of blades, it was found that
the equal cavities are statically unstable in the region where the
stable alternate blade cavitation exists. However, the equal cavi-
tation is statistically stable for the case with odd number of blades
for which the alternate blade cavitation does not exist. This shows
clearly that the blade count affects the stability of steady cavita-
tion modes.

All possible instabilities in impellers with finite blade count
were determined by treating each blade independently. No sub-
stantially new instabilities were found. This shows that previous
methods assuming inter-blade phase difference can be perfect as
long as all possible mode is examined.

In the present analysis, the effects of the centrifugal force
caused by the curvature of the steady cavity surface is not taken
into account. This effect may cause additional cavitation instabili-
ties related to the surface wave on the cavity boundary as well as
affecting the higher frequency modes found in the present analy-
sis. The authors would like to study the effect of surface waves on
the cavitation instabilities in the near future.
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Nomenclature

= coefficient matrix, or mean cavity length
= constant vector, or cavity length deviated from mean
cavity length
chord length
= function used in equation of complex velocity
= pitch
= imaginary unit in spaceé?=—1
= imaginary unit in timej?=—1
= complex propagation velocity ratio in a frame mov-
ing with a cascadekg+ jk,=[(w/27)Zyh]/Ut
kr = propagation velocity ratio in a frame moving with a
cascade
k, = decay ratio
ki = propagation velocity ratio in a stationary frame, 1
+Kkg or 1—kg
L = distance between the leading edge of blade and the
space with constant total pressure, 1000
Ly = inlet duct lengthl cosp
| = cavity length

x— =30 w >
Il
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m = number of cell
N = amplitude of upstream axial velocity fluctuation
N¢.Ng = number of discrete points on coordinate
n = blade index
p_L = pressure at=—L
p; = total pressure a=—L
p, = vapor pressure
g = strength of source distribution
S = location of discrete point on coordinase
St = Strouhal number, dg/2m)/(U/l o)
St = decay rate, @,/27)/(U/lg)
T = one period of fluctuation
t = time
U = upstream mean velocity
U; = peripheral velocitymoving speefof cascade,
U sin(a+p)
= flow velocity in x-direction
= cavity volume
= flow velocity in y-direction
= complex velocity,u—iv
= number of blade
= complex coordinatex+iy
= angle of attack
stagger
strength of vortex distribution
cavity thickness
residual of closure condition
= phase angle of the fluctuation of cavity length th
blade relative tanth blade
= distance from the leading edge along blade
= density
cavitation number, §_, s—p,)/(3pU?)
= complex angular frequencwr+jw,
= angular frequency
w, = decay ratio

Superscript
~ = unsteady component
Subscript

)
3 N <
E QT m 5 H[IR®WARANZ ET0 c
Il

S
o

e = equal length cavitation

k = index of discrete point
m,n = blade index

s = steady component

t = trailing free vortex

u = unsteady component
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Optical Observation of the
wongnusi | SUPErcavitation Induced by
= L High-Speed Water Entry

Motoyuki Itoh

Professor When a high-speed projectile penetrates into water, a cavity is formed behind the projec-
.1 tile. The gas enclosed in the cavity experiences a nonequilibrium process, i.e., the gas
Takuya Takami pressure decreases as the projectile moves more deeply into water. As a result, the cavity
Graduate Student is sealed near the free surface (surface closure) and subsequently the cavity breaks up in
. o water (deep closure). Accompanying the break-up of the cavity, secondary shock waves
Department of Mechanical Engineering, appear. This is the so-called supercavitation in water entry. This paper describes an
~ Nagoya Institute of Technology, experimental investigation into the water entry phenomenon. Projectiles of 342 m/s were
Gokiso-cho, Showa-ku, Nagoya 466-8555 generated from a small-bore rifle that was fixed vertically in the experimental facility. The
Japan projectiles were fired into a windowed water tank. A shadowgraph optical observation

was performed to observe the entry process of the projectile and the formation and
collapse of the cavity behind the projectile. A number of interesting observations relating

to the motion of the free surface, the splash, the underwater bubbly flow and so on were
found.[S0098-220200)00204-2

1 Introduction three-dimensional cavitation and the chaotic turbulent flow around

’_tﬁe body may also cause the trajectory deflect®ini and Takami

The study of water entry of a high-speed blunt solid body a
the body’s underwater motion has wide applications to industr

, ; ' It has been known that in an axisymmetric flow, if the cavita-
natural science, and defense technology. These include the | parameteK is not large, the drag coefficient of an underwater
ing of the space vehicle _and_ satellites on the sea surfac_e, Ehfdy can be approximated by a linear relationgBiptchelor8]),
contact of a high-speed ship with a water surface, the formation of
the earth geometry due to the impact of meteorites with the sea, Cp(K)=Cp(0)(1+K) (1)
the supercavitation around the rotating blades of hydraulic ma- _ 2
chines, and the flow field around underwater weapons. K=(Po=py)/(0-5Vo) 2)

Because of the importance of the phenomenon, it has been stwttereCp(0) is the drag coefficient without cavitatiopg is pres-
ied since the beginning of this centufyWorthington and Cole sure in the undisturbed liquid at the depth of the nose of the
[1]). With the long history of research, the water entry probler@ntering bodypy, is cavity pressurey is the liquid density, ani,
has been considered as a classic problem in fluid mechanics. F&#te velocity of the body. In a high-speed water entry, the cavity
research activities are mainly focused on three topics charactefessurep, is negative and decreases as the penetration depth of
ized by different entry stages. The first topic is the impact force die underwater body increasesbelson[9], Shi and Kume10]).
solid bodies in the initial stage of water entry. The most recef the body goes downwards in wateg, is increased, whil&/,
work can be seen from Lin and Shig2], and Korobkin[3]. The d_oes_not _change so much within a |ImIFed_ distance bec_ause of
air cushioning and the compressible behavior of liquid are kéjygh inertia of the body. Thus, the cavitation parame{em-
factors influencing the impact pressure. The second topic is tH§ases as water depth increases. Consequently not only the sur-
fluid dynamics of the supercavitation formed behind the soli@c€ Séaling but also the deep sealing of the cavity occurs. That
body when it has penetrated into water at some distance. The df@p Why Knapp et al11] used the wordsupercavityand cavi-
coefficient, the scaling relationship, the shape of the cavity, al on to describe this flow field of water entry.

other characteristics need to be determined. Actually, there havérhIS paper presents a flow visualization of the supercavitation

been some results in this area, for example, Nily Glasheen In"water entry. The work belongs to the second research topic of

and McMahan[5], Lee et al.[6]. However, because t00 manyWater entry which has been mentioned above. Extensive photog-

factors are involved in the complicated flow field, the cavity dy([:aphy was performed to try to catch the sequence of the compli-

. . . Jcated cavitation flow. The obtained experimental results can be
namics has not been. understood well. A satl_sfactor_ny generallz_g mpared with other experimental data such as pressure measure-
theory to describe this stage of water entry is required. The thi

ents and underwater impact tegghi and Kumeg 10], Shi and

topic of past research is t_he trajectory of_the solid body when 'Fakami[?]). They can also serve as a reference for modeling or
has moved more deeply into water. In this stage of water entRy,merical simulations.

the deep closure of the cavity occurs. The closure causes a jet that
is moving along the direction of the penetration of the body. It is
possible that the trajectory of the body may be deflected by tlze

) . Experimen
impact of the jet on the back of the body. On the other hand, the periment

Figure 1a) illustrates the optical system for flow visualization
Current address: Space Station Engineering Division, Space Engineering De\%fl—the water entry.. A prOjeC.tlle was Vemca”y fllred.downwards
opment Co., Ltd., Issei Build., Takezono 2-3-12, Tsukuba 305-0032, Japan.  ffom an Anschutz riflgmade in Germanly The projectile has 5.7
Contributed by the Fluids Engineering and presented at the Symposium on Nenm diameter, 12.3 mm total length, and 2.67 g mass. It is a lead
invasive Measurements in Multiphase Flows, ASME Fluids Engineering Summg[ug with density of 11.4 g/an In this experiment, the “pistol

Meeting, Boston, MA, June 11-15, 2000, o8 AMERICAN SOCIETY OF ME- ” : : A5
CHANICAL ENGINEERS Manuscript received by the Fluids Engineering DivisionmatCh slugs with the muzzle VelOCIty of 3 m/s made by

January 28, 2000; revised manuscript received July 10, 2000. Associate TecthéAn.amit NObel(.Germany.Were used. The front curve of the pro-
Editor: J. Katz. jectile was profiled by using least square method
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]:g‘ focused on the impact axis where the projectile was passing along.
e A light diffuser of 1.5 mm PMMA plate was put in front of the

D) proisctite strobe light to get a background of uniform light intensity. The
J, Tel ' strobe light was triggered by a pulse signal from a 0.5 mm diam-
riggar davice . . . .
Leaf —{ eter carbon rod when it was broken by the impact of the projectile
- . before entering the water, Fig(a). Other details can be seen in
Canara T the photograph of the experimental facility shown in Figh)1
]
,./‘E_p] (EED'\} 3 Results
.:W_a':"'i'li Ly 4000 Llghs Figure 2 shows the entire process from the beginning of entry at
diFfuser the water surface to the formation of a cavity behind the projectile
B Ea e ai =3 ) Sy and finally the collapse of the cavity into bubbles. The first sig-
parts BRI Mty Do t=x nificant phenomenon is that, shortly after the impact of the pro-
(a) jectile on the water surfacérig. 2(b)), upward moving jettings

and a laterally expanding splash are formed above the surface, and
the projectile is suddenly surrounded by the splash. The second
significant phenomenon is that, as the projectile penetrates into
water, a cavity under the surface is formgigs. 2¢c)—2(g)). Dur-

ing this time period, the air from atmosphere comes into the cavity
continually. Initially, the air entrainment is due to the gas flow
induced by the high-speed projectile. Then the air is entrained into
the cavity by the negative pressure of the cavitypelson[9]).

The reason for the negative pressure is that in a high-speed water
entry, the volume of the cavity increases rapidly and the cavity
cannot keep its thermodynamic state in equilibriddmapp et al.
[11]). Later, the airflow into the cavity is ended by the surface
closure by the splasiseen from Fig. @)) and the enclosed cavity

is pulled away from the surface by the downward moving projec-
tile (Fig. 2()).

The helical streaks seen on the cavity w&ilgs. 2e)—2(h)) are
evidence that the projectile was rotating as it moved along the
firing trajectory. The deep closure of the cavityay [4]) was not
observed in this experiment because of the high velocity of the
projectile. As a result, the deep closure of the cavity occurred
beyond the windowed area of the tank. In Fig¢j)22(I), the
lower part of the cavity is seen to be expanded. This is thought to
be caused by the hitting of the projectile on the bottom of the
water tank before the collapse of the cavity. This impact can add
an extra pressure in the cavity. When the cavity disappears from
the window, the splash which has moved upward above the water
surface starts to fall down under the action of gravfyg. 2(p)).

The falling splash forms a re-entry jet composed of air and water.
The water surface is disturbed severely by the re-entry jet and
some water forms drops spreading on the surfdegs. 2p)—
{ 2(g)). Moreover, air is entrained into water by the re-entry jet
(b (Clanet and Lasher443]) and finally, smaller bubbles are formed
when the jet breaks uffFigs. 2r)—2(t)). Afterwards, the bubbles
Fig. 1 (a) Experimental setup for optical observation of high- float t_oward .the surf_ac_e due_to buoyancy but some Of.the bubbles
speed water entry. (b) Photograph of the experimental setup may |mmed|ate]y d|SS|patQ in water pepause their sizes are too
for water entry tests tiny. From the pictures of Figs.(@)—2(t), it is known that the flow
created by the re-entry of the falling splash is a very complicated
air/water two-phase flow.
Figure 3 shows the evolution of the splash shape with time.
z=0.010%+0.010%+0.142, Once the splash is generated, it experiences three stages. The first
(0=2=5.2mm 3) stage is the radially fast spreading, which is caused by the high-
- speed liquid/solid impact on the surfa¢ghi [14]). This can be
Herez is the central axis in mm andis the radius in mm. seen in Figs. @&)—3(b). The second stage occurs when the fast

The projectile entered a water tank of 60%B0 cmx80cm upward moving splash is atomized into spray, followed by a ver-
made from 5 mm thick stainless plates. The water tank was witieal upward cylindrical splash whose diameter is almost same as
dowed at two sides for optical observation. The impact velocitigbat of the cavity. The formation of the cylindrical splash is a
just before the water entry were measured by cutting two las@sult of the inertia of the upward moving sprdgigs. 3b)—3(c)).
beams(Takami[12], Shi and Takam|7]). The measured veloci- The final stage is the smooth connection between the splash cyl-
ties were calibrated by the method of cutting two thin electrimder and the free surface because of the meniscus effect. During
wires (0.2 mm diameter copper wiredUsing a strobe ligh{PS- this stage, there is a shortage in the flow rate of transportation
240 & PL240, Sugahara Research Laboratory, Jegad an open from the free surface to the cylindrical splash, since the water near
shutter cameréNikon), the entry sequences, the underwater prdhe free surface has a larger mass and a lower speed due to the
jectile motion, the splash and the cavitation were photographesffect of surface tension. Therefore, the cross-section in the
The height of the camera was adjusted until the free surface wagldle of the hollow cylinder begins to contract and to form a
visible on the screen of the camera. The lens of the camera whmoat as in a Laval nozzlg=igs. 3c)—3(f)).
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Water level

(a) 0.75(0.00)ms (b) 0.80(0.05)ms (c) 0.90(0.15)ms (d) 1.00(0.25)ms (e) 1.10(0.35)ms

(® 1.30(0.55)ms (g) 1.50(0.75)ms (h) 1.70(0.95)ms (i) 3.00(2.25)ms () 5.00(4.25)ms

10cm

(k) 7.00(6.25)ms (1) 9.00(8.25)ms (m) 10.009.25)ms  (n) 20.0(19.25)ms (o) 25.0(24.25)ms

10cm

(p) 50.00(49.25) ms (q) 300.00(299.25)ms (r) 400.00(399.25)ms (s) 600.00 (599.25) ms  (t) 800.00(799.25) ms

10cm

Fig. 2 Time history of phenomena accompanying water entry. The frames show production of
splash, cavity, surface closure, and disappearance of cavity.
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> 4
Al

(a) 0.80(0.05)ms (b) 0.90(0.15)ms (c) 0.92(0.17)ms (d) 1.00(0.25)ms (e) 1.10(0.35)ms

() 1.20(045)ms (&) 1.30(0.55)ms (b) 1.42(0.67)ms (i) 1.50(0.75)ms () 1.60(0.85)ms

3cm

Fig. 3 Motion of splash. Upper splash changes upward jets and other splash domes over to cause
surface seal of cavity.

During the period seen in Fig(® to Fig. 3f), the air is still difference between the inside and the outside of the hollow cylin-
flowing into the cavity. However, the air flow will be stoppedder creates the contraction of the throat area. Then a dome-like
when the throat cross-sectional area of the splash cylinder ledesure of the splash occurs, which is the so-called surface clo-
comes zero. This change in the throat area has been showrsuine. Accompanying the surface closure, an up-jet moving upward
Figs. 3g)—3(i). The mechanism of this process is that the intericand a down-jet moving downward are simultaneously generated

pressure at the throat is lower than atmosphere, so the presdwwe the dome’s tofsee also May4]). In Fig. 3(j), a thin down-

(a) 1.70(0.95)ms (b) 1.80(1.05)ms (c) 2.00(1.25)ms (d) 2.40(1.65)ms (e) 2.80(2.05)ms (£) 3.20(2.45)ms

(g) 3.60(2.85)ms (h) 4.00(3.25)ms (i) 4.50(3.75)ms () 5.50(4.75)ms (k) 6.00(5.25) ms (1) 7.00(6.25)ms

Fig. 4 Motion of cavity. Cavity pulled away from the water surface and then the flat cavity top
is characteristic of cavity development.
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jet is visible in the cavity. The thicker up-jet shown in Figj)3 produced by a~1 km/s entry projectilgMcMillen [16]). How-
was found to reach 400 mm above the surface. ever, the speed of the surface closure is comparable to the stretch-
The evolution of the cavity with time has been shown in Fig. 4ng speed of the cavity length which has been shown in the ex-
There are two distinguishable processes: one is that the caygriment. Therefore, the back end of the cavity and the front of
diameter changes; another is that the cavity is pulled away fraime cavity are all curved. It must be remembered that the projectile
the free surface. The cavity diameter increases about 1.5 timesed in this experiment is not either a sphere or a disc, it has a
from Fig. 4a)—Fig. 4f). The maximum diameter of the cavity parabolic front and a cylindrical back section. This geometry of
can be measured as50 mm, which is about 9 times the diametethe projectile will bring about a rather different shape of the
of the projectile. However, although the increase of the cavigplash. The radially spreading splash shown in Figs)-3(b) is
diameter is significant, it is much slower than the increase of tlyenerated during the contact of the curved front of the projectile
cavity length. The down-jet is relatively thin in the cavity at thewith the water surface since the spray occurs in the gap between
beginning(Fig. 4(a)) but it becomes thicker in the cavity as thethe liquid and the concave solid@atchelor[8]). This has been
cavity diameter increases. After the down-jet impacts the cavitnderstood well. However, the formation of the vertical hollow
wall, many hollows appear on the wall. In fact, the hollows magplash cylinder shown in Figs(l3—3(c) depends on the shape of
be droplets because the tip of the down-jet is thin and composeack section of the projectile. In the experiment of Bivin et al.
of spray. It is believed that the impact between the down-jet afd7], it was shown that the splash of a sphere was different from
the cavity wall does not make a contribution to the increase of tiiee splash of a disk. Naturally, it is emphasized that the flow field
cavity diameter. in the water entry of this experiment combines the characteristics
Before the cavity is pulled away from the free surface by thim the water entries of a sphere and a disk. The supercavitation
underwater projectile, as shown in Fige}} the cavity has started process is more complicated than originally thought. The optical
to collapse. This convergence is driven by the pressure differendsualization method described in this paper better shows the
between the vapor pressure of the cavity and the pressure of toenplexity caused by the various factors.
surrounding water. The gravity of the dome-like splash on the
surface also exerts a static pressure on the cavity. Furthermore,
vapor pressure of the cavity continues to fall after the Surfaég:?nowledgments
closure occurs because the volume of the cavity is still increasing.Funding for this work has been provided by the Japan Society
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PIV Technique for the
Simultaneous Measurement
of Dilute Two-Phase Flows

) .K- T. Klger A Particle Image Velocimetry (PIV) image processing technique has been developed
e-mail: kkiger@eng.umd.edu which can be applied to solid-liquid two-phase turbulent flows. The main principle of the
technique is to utilize a two-dimensional median filter to generate separate images of the
C. Pan two phases, thus eliminating the errors induced by the distinct motion of the dispersed
. o component. The accuracy and validity of the technique have been studied in the present
Department of Mechanical Engineering, research for different filter widths, f, and for 4 groups of different sized dispersed par-
University of Maryland, ticles ranging from an effective image diameter gf=2.9 pixels to 13 pixels in combi-
College Park, MD 20742 nation with tracer particles with an effective image size of 8.4 pixels. The results have

shown that the errors introduced by the filter are negligible, and mainly arise in regions
of large velocity gradients that are sensitive to the slight loss of information incurred by
the processing. The filter width f also affects the algorithm’s ability to correctly separate
and identify the dispersed phase particles from the two-phase images, with the main result
that above a critical particle image size ratio, £t~ 3.0, the particle size had no sig-
nificant influence on the number of particles identified, or the accuracy of the displace-
ment calculation. Sample results of particle-fluid interaction and cross-correlation terms
which can be obtained from the method are also presep&aD98-220200)01104-4

1 Introduction multi-phase flows, standard PIV processing techniques need to be

. . ._modified to eliminate the interference effects caused by the dis-
Particle-laden turbulent flows cover a wide range of applica,

i f lluti trol and sedi it i 1 busti arate motions of each phase.
10ns from pofiution control and sediment transport, 1o Combuslon |, g ,eying recent literature, several examples can be found

processes and erosion effects in gas turbines. In the last two flgvare pIv has been applied to the simultaneous measurement of
cades, many improvements have been made in measurement tgghyy phases using four different fundamental techniquegiua-
nology to advance the knowledge of physical mechanisms apgscence tagging) 2amplitude discrimination, 3phase dynamics,
dynamics of such flows. The most commonly used measuremepfd 4 geometrical characteristics.
techniques, such as Laser Doppler Anemometry and Phase Doprluorescent particle tagging has been extensively used for the
pler Anemometry, are single point measurements which provideudy of bubbly flows, and is perhaps one of the most mature of
useful statistical information of fluid velocity, particle velocity,phase separations techniques. Examples of this method can be
particle size, and concentration. One limitation of single-poirfound in the work of Hassan et 4dll], Sridhar and Katz2], and
measurements, however, is the difficulty associated with interpréujiwara[3], and commercial systems are even availdblantec
ing the data into meaningful physical mechanisms which contrpt]). With this method, one phase is composed of particles which
the dynamics between the phases. Thus to reach a good undiéwve a fluorescent dye that can be excited by the illumination
standing of multi-phase flows, the microscale spatial informatigipurce. Two cameras are then used, one which records light di-
of the inter-phase dynamics and its structure relative to the carrf@gtly scattered by both phases, the other which only records fluo-
fluid is essential. rescent images. One drawback to this method is that it requires the
In contrast to single point measurements, PIV represents 4§ Of two synchronized cameras and a powerful laser to produce
instantaneous whole field technique which makes it possible 3€guate intensity fluorescent images.
detect spatial flow structure and provide a direct indication of
the inter-phase coupling. One of the critical requirements of PIV
measurement is to calculate the displacement of tracer particles -10.0 cm/s
by means of cross-correlation or auto-correlation performed [FSS Ll
within an interrogation volume. For multi-phase flows, however,
the presence of the discrete particles will affect the PIV evalua-
tion. Figure 1a) shows a sample two-phase image of a particle-
laden channel flow seeded with hollow, silver-coated, glass beads§
as PIV tracer particlegdiameter15 um), and transparent glass
beads as discrete particleiameter=330 um). The velocity field
computed by standard PIV techniques without any specialized @
treatment is illustrated in Fig.(t). Erroneous vectors occur in the
vicinity of the discrete particles, due to the fact that there are
significant differences between the motion of the dispersed phase
and the carrier fluid. In order to utilize PIV in the measurement of

y (mm)

@ ®)

Contributed by the Fluids Engineering Division for publication in ticeJBNAL i i X i
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionFi9- 1 (&) Sample two-phase image. (b)_ Corresponding dis-
May 23, 2000; revised manuscript received July 26, 2000. Associate Technical EBlacement vector field of carrier phase using standard PIV.
tor: J. Lasheras. Circles represent locations of dispersed phase patrticles.

Journal of Fluids Engineering Copyright © 2000 by ASME DECEMBER 2000, Vol. 122 / 811

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Amplitude discrimination techniques rely on a strong difference mirror
in the scattering amplitude between the continuous and carrier
phase patrticles to perform the phase separdfRaris and Eaton
[5]; Anderson and Longmirgs]). This requires that the maximum
scattering cross-section of the seed for the carrier phase and the
smallest of the dispersed phase particles are different by more
than an order of magnitude to prevent significant cross-talk be-
tween the phases. Even with properly selected seeding particles,
this method requires careful tuning and patience to optimize the  flow channel
imaging to eliminate the interference between the phases.

A more recent method developed by Delnoij et[&]. relies on
the inherent differences in the motion of the two phases to dis-
criminate between them. The separation is performed in correla- .
tion space by identifying the two dominant correlation peaks, one Tk x 1k digital camera
which represents the motion of the tracers while the other pro-
vides the displacement of the dispersed phase. This technique
promises to be useful for high concentration flows of very fine

particles and can even provide carrier phase turbulence statistics; . - . .
but, because the method is based upon the bulk average motioR!8f!S and selecting the minimum window size that produced no

the dispersed phase, the details of the interaction terms may ﬁByio_us spurious vectors. When examining the particle seeding
always be clear. ensity statistics, the 4040 pixel correlation window resulted in

The last class of methods rely on the geometrical properties 3 2Verage of 38 particles per subimage, with less than 0.5 percent

the particles to separate the phases. For example, Sato[8] al. the correlation regions containing less than 8 particles per win-

used two CCD cameras with optical filters combined with mulidoW- This provides a comfortable margin with respect to the the

volume illumination to accurately detect discrete phase particBPtimal number of particles sufficient to obtain a good correlation,

lates relative to tracer particles in a water channel flow. HowevéV€n When accounting for in-plane loss-of-pairs due to velocity

due to the correlation influence between the phases, no ca;%?d'ents and out-of-plane loss-of-pairs due to motion perpendicu-
phase vectors could be detected in the vicinity of the discr to the light sheeﬁKeane gnd Adrian10)). I
particles. Gui et al[9] used a particle mask function to eliminate Four groups of different size transparent glass spheres with di-
the cross-talk between the phases from influencing the correlat@§eters ranging from 4am to 360um and a specific gravity of
calculations. The mask was formed based upon a threshold calfy? &€ used as dispersed phase particles. The particles were ob-
lation of the particle’s cross-sectional area, and hence a signific§f/ed Py running nominally spherical industrial glass beads
difference between the size of the partices is required for gody©ugh @ mechanical shaker sieve system, using standard stain-

separation. ess steel mesh sieves. Although this method is not as reliable as
The technique for the current study is also based on geometri&ﬁrtial classification, the tolerance is sufficient to generate dis-
properties of the dispersed and tracer particles. The motivation fiCt Size classes of particles. The geometrical properties of the
the present study is to provide a reliable, single-camera technifdtices based on the mean sieved sizes and optical configuration,
that can resolve the local particle/fluid interaction within the flow2S Well as the empirically observed values, are listed in Table 1.
and to quantify the performance of the separation process a?_\g(lng to the optical configuration, the minimum particle image

function of the particle size and image resolution. To accompliﬁ\ze'de' is constrained by the point spread function of the system,
this goal, an image processing technique has been developedlto @S given by Adriari11]

Fig. 2 Sketch of the experimental setup

eliminate the dispersed phase influence in the displacement calcu- do= VM2D%+ d? 1
lation through the use of a two-dimensional median filter. The € pous @
following section describe the details of the technique, the test ds=2.441+ M)F#\, (2)

the type of correlated particle/fluid turbulence statistics that can ereM is the magnification an®, is the actual particle diam-
obtained. eter (here assumed to be the mean of the sieve sibegeneral,

the observed size is systematically larger than what was measured
) on the images, which is likely due to a combination of uncertainty
2 Experimental Setup in the actual size of the particlése., accuracy of the sieve pro-
The experimental test cases for the technique all examine he@g}_dure),_nmse in the image digitization process, and slight aber-
particle sedimentation in the turbulent wake of a cylinder. A vefations in the lens system. Since the filtering procedure operates
tical, recirculating water channéFig. 2) with a 100 mm by 100 ON the digitized image size, .the effective particle dlamet.ers re-
mm square cross-section and a maximum velocity of 100 mmy/sGarded by the system are the important parameter to consider, and
used to conduct the tests. The images are acquired 25 mm doWsed consistently throughout the current work.
stream of a 12 mm diameter cylinder, at a Reynolds number of
840 based on the cylinder diameter. The test section is illuminated ] ) )
by a high speed pulsed Nd:YAG lasér=532 nm with a pulse Table 1 Properties 'of partlclgs used in the present study. The
intensity of 15 mJ focused to a sheet of widia~0.8 mm. The theoretical image diameter is calculated using the average
image area is approximately 27 n¥@7 mm, and recorded using sieve diameter and Egs. (1) and (2).

procedure used to evaluate the filter performance, and summarizg‘s

a KOdak Megaplus ES1.0 CamE(IfH)O8>< 1018 pixel array; Q-Lm Particle Sieve Diameter, | Theoretical image Measured image dy [dpo
pixel spacing with a 200 mm focal length leng{=8) and a time _ ) ) )
separation of 3 ms between image pairs. Hollow silver-coat idin Dolpom) | diameter de (irels) | diameter,dy (pixely) | (measured)
glass spheres with an average diameter ofjult and a specific | PIV wacer, dpo = d: 1s 1.6 24 !
gravity around 1.5 are seeded as PIV tracer particles in the fld ;. 4. 4553 04 34 14
All tracer displacements are calculated using &40 pixel inter-

rogation window, which is found to be the minimum size fo|  discrete, dpz 90-106 3.9 6.3 27
reliable processing at the current seeding concentration 1eve giscrete, dy 180-212 74 85 35
This was determined empirically by processing the images wi _

correlation window sizes ranging from 224 pixels to 12&128 diserete, dps 300360 122 B >4
812 / Vol. 122, DECEMBER 2000 Transactions of the ASME
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3 The Principle of Phase Separation differs from the PMC method in that an actual representative par-

To eliminate the effect of two coexistent phases, a “Né[cl'gﬁgyrlg?(g?n:;guesergéglsrtee(;jjirggatgn%%‘ts;?r? gjg%tg%n’cglrjreeltgﬁt:ﬁ "{.ﬂf
dimensional med'?“ f||_ter is employed to §eparate the larger d'r ference particle is selected such that it is distinct, well-formed,
persed phase particle image from the carrier phase tracer partic

; e ] . . - VALG| nonoverlapping with other dispersed-phase particles. Since
image. A median filter is a nonlinear signal processing techniq e discrete particles have a form similar to the reference particle,

that has been found effective in reducing random noise and P&he peaks in the convolution correspond to center locations of the

odic interference patterns without severely degrading the signﬁg. 8 . : L . :
; . Zindividual dispersed particles. A peak-finding algorithm is then
(Huang[12)). In PIV image processing, the property of preservin ed to identify discrete particles, and a cross-correlation tracking

sharp edges makes the filter useful because it allows more infQr- . .
mation about the original image to be maintained. This is esp iethod is performed to calculate the displacements between the

SO ] ) b . ““Tdiscrete particle image paifsee Fig. &)).
cially important in regions of high shear, where the ratio of signa L . .
t0 noise is relatively low. For a two-phase image with both smajl A sensitivity analysis was performed to determine the effect of

tracer particles and big discrete particles, the small tracer partic asrtlcle selection on the resulting displacement vectors, and it was

can be regarded as noise scattered over a uniform backgroun 'i:;g ghea tetr?;nmac?n”':ﬁgesaxﬁigagég fﬁ%dtﬂrg rzltg.rovlv:igdttt? L(I)Sgg
To remove the small tracer particles, a median filter is pe¥;, P 9 P '

A . - ) Ithough the above method will tend to discriminate against par-
formed_by convolvmg a rectangular two-_d|mens_|or_1al fllte_r StencHcles c?nly partially illuminated by the sheet, this effe?:t will Fl;e
A, of width N¢ X M¢ pixels, over all the pixels within the image. f

For the case of a square stencil, the filter widtfis taken to be compensated by the increased volume of detection due to their

the width of the windowN;. For each positioni(,j,) of the larger scattering cross-section.

window A, the filter sorts the gray level values of regigninto 3.2 Evaluation of the Tracer Particles. The motion of the
ascending order and then selects the median value to replace pixglier phase is determined using an extraction technique which
(i0,j0)- This is stated mathematically by EG): obtains a single-phase image of tracer partici&s,, from the
original two-phase imag€T; ; , by subtraction:

3) S,j=T;;—mediadT;;.f) (i,j)ez? (4)

wheremedian(T; ;) is the two-dimensional median filtered output
whereY; ; is the filtered valueX; ; is an element of the input (of filter width ) of the original image, and is the domain of the

i 0'/0 dth L h di | mage. The velocity field of the carrier phase is calculated through
stencil image, and the superscriptepresents the median value ofy gangard cross-correlation method applied to the tracer particle
the region. This implies that the effect of the median filter is t ages.

reduce the variance, and increase the ratio of signal to noise in the
image. The median value computed at one window position is S .
independent of the value computed at another window positiorft ~ Validation of the Technique

For typical PIV images, the tracer particles usually occupy a The median filter width will affect the information of both
region of only several pixels. The gray level values within anghases extracted from a two-phase image. In turn, this may influ-
given stencil will therefore be dominated by the image backence the accurate calculation of the displacement through residual
ground. Only a small portion of pixel@t the location of the tracer “artifacts” left by the image separation process. Figure 4 illus-
particles in the window will have a large intensity, and hence wilkrates how the information content within a carrier phase image
be sorted to an extreme rank position and removed. When téiganges with the filter width. For small filter width, the discrete
filter window is convolved with a region containing a larger disparticle is completely removed, whereas for increasing filter
crete particle, the image intensity sampled by a small stencil willidth, a residual image around the periphery of the discrete par-
be dominated by the pattern of the discrete particle, which wiiicle remains. This results from an erosion of the particle by the
result in a median value that is relatively unchanged from tharger filter, and hence an incomplete removal when it is sub-
original. Thus after filtering, the small tracer particles are raracted from the original image. These slight changes may induce
moved, leaving only the discrete particles. The filter width is @rrors in the displacement calculation of both phases. The goal of
critical parameter to determine whether the two phases are sep@ present work is to quantify these effects and assess the optimal
rated properly. filter parameters to ensure accurate calculations.

With regard to computational expense, the heart of a medianin order to achieve these goals, the phase separation technique
filter will be composed of a sorting routine to organize the eléhas been tested by using a series of artificial two-phase images for
ments into ascending rank order. The generic versions of setch size class composed of two separate single phase images;
routines typical scale ad InN (Press et al[13]), whereN is the one which contains only PIV tracer particles, the other which
number of elements to be sorted. With the standard median filigintains only discrete particles. The images were selected from 72
routine available in data processing packages, specially optimizgdependent image pairs for all size clasékdracer and 4 dis-
routines may be used. The data reported within the current wgskrsed phage which were randomly combined to produce 72
was processed using Interactive Data Langu#ge), whichis an  pairs of artificial two-phase images for each of the 4 dispersed
interpreted matrix operation code. Tests were run in which ghase sizes. The results of the composition process are illustrated
square 3, 5, 7, and 9 pixel median filter was convolved with i Fig. 5, which is obtained from equation:
1008x1018 pixel image, requiring approximately 0.37, 0.49,
0.62, and 0.77 seconds on a conventional desktop system. These Pi,j ~ Nnoise
results scale better than the standard sorting algorithm, and repre-

- 5
ts a relatively i tial diff i tational ti AP ~ N ?
sents a relatively inconsequential difference in computational tim . P . . 8
in comparison to the PIV calculations. WhereW is the white-field intensity of the imag®V=2°= 255 for

an 8-bit image N, iS the average background noise of the
3.1 Evaluation of the Discrete Particles. After filtering, dispersed phase, aj ; is the image of the dispersed phase par-
only discrete particles remain on the image, and their motion figles. Equation5) adds the two images such that the tracer im-
calculated using a correlation tracking algorithm similar to thages are reduced in magnitude in the vicinity of the dispersed
Particle Mask CorrelatiofPMC) method described by Takeharaphase to prevent a bias in favor of the tracer displacements, and to
and Etoh[14] and Takehara et dl15] as shown in Fig. 3. First, a ensure similarity of the image characteristics between the real and
reference particle is selected as a template and convoluted wattificial two-phase images. The velocity field of the carrier phase
the whole image to identify discrete particléBig. 3(b)). This is then calculated in two ways) by applying standard PIV tech-

2
X< <X <X (L) eA

vk
Yigio=Xij
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Fig. 3 (a) Dispersed phase (filtered ) image. (b) Enlarged image and image intensity surface plot of the dispersed phase reference
particle. (c¢) The corresponding vector displacement field for the dispersed phase.

nique to the original single phase image, andg applying the — 2 2
separation technique to the artificial two-phase image and recal- Serr= VXerrt Yerr (8)
culating the tracer particle displacemergge Fig. 8 The errors whereM XN is the number of carrier fluid vectors in each image,
induced by the median filter are investigated by computing ttand the subscripts and Af represents the original displacement
absolute variance between the two displacement fields in the field and the displacements obtained after separation, respectively.
rection of streamwise and spanwise coordinates of the fluid mbhe total error is then calculated for 72 independent image pairs
tion. Filter widths of 3, 5, and 7 pixels are tested for 4 differenfior each case. This represents 152,400 velocity measurements for
groups of discrete particle size. The average error is then cal¢be carrier fluid and approximately 2300 to 3,900 measurements
lated using for the particles depending on their size. The results are shown in
N j=M Figs. 7—11. A spurious vector filtering algorithm based on the
1 local median test of the normalized residual displacenféfest-
Xerr=\IN - . 21 |Ax<i.J),Af_AX(i,i>,o| 6)  erweel[16)) is applied to the tracer vector field prior to the error
s calculation. The threshold parameters for bad vector detection are

1 1ZNi=M set large enough such that only obviously bad vectors are removed
Verr=—— |AY a8 =AY ol (7) from the displacement field. This was done to remove the influ-
MN = =2 3 A ence of the detectable errors from those that cannot be discrimi-
814 / Vol. 122, DECEMBER 2000 Transactions of the ASME
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Fig. 4 (a) Original two-phase image. (b) Carrier phase image e c ¢ o
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nated by standard statistical methods. The quality of the images ©

was sufficient such that typically less than 0.02 percent of th€y 6 Errors induced by a median filter of width ~ f/d,=2.1 for a
calculated vectors were eliminated by the detection routine.  single image pair. (a) Single phase image (s, (b) Composite

As a final comment, it should be noted that the error report@lered image &, , (c) iis— i, with location of dispersed phase
for these experiments gives the relative contribution due to tlparticles shown by the open circles.
median filter, and not the total error inclusive of the inherent
uncertainties associated with standard PIV algorithms. The results
are thus independent of the PIV procedure used, as the samengb-phase images. The authors would also like to note that pre-
gorithms are applied to both the original single-phase and artificighinary results of this work were presented at a conference else-
where[17]. While there are several differences in the details of
the results, due to both a reduced statistical convergence and a
plotting error, the main conclusions presented by the data remain
unchanged. The conclusions reported within this paper represent
the definitive quantitative results of the work.

4.1 Filter Influence on Tracer Displacements. The effect
of the filter width and discrete particle size on the calculation of
the tracer particle displacement is shown for a specific example in
Fig. 6, and the average error results are shown in Fig. 7. The main
conclusion from these results is that the filtering process produces
a negligible error in the carrier phase displacement. From the

©

Fig. 5 Artificial two-phase image creation: (a) single-phase
tracer particle image, (b) single-phase dispersed phase patrticle
image, (c) the artificial image reconstructed by adding (a)to (b)
as given by Eq. (5)
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Fig. 7 Average absolute displacement error of carrier phase.
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fld;=1.3; =, filter width f/d,=2.4; ¢, filter width f/d,=2.9.

+, filter width

DECEMBER 2000, Vol. 122 / 815

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.40 T T 0.08 T T T 1.0 T T p 1.0 T T
d,/d=1.4
L d4,/4-5.4 __.,,,aj/a;zj *
. _ _ _d/4=35 T Ide=3s o
" L aram27 TTTdamsa 08} © 4 08F 4
0.30F afd=14a ] 0.06 1 o
ER A 3 +
] i a 0.6 M B 0.6 ]
- : N *
5 0.20F 1 5 3 S ae
3 i A
2 B g 04r 1 0.4F
£ \ £ + ©
“J Fe N *
LALI q [ +
b o2r 4 0.2
b ¥
b R - % ®
0.00 1 f T r 0.0 S L 0.0 1 I
0 100 200 300 400 0 100 200 300 400 0 2 4 6 4 2 4 6

Distance from porticles, 1, {pixel) Distance from particles, I, (pixel} Diometer of particle d,/d, Diometer of particle d,/d,

@ () (@ ®)

0.08 T T T 0.08 T T T

Fig. 10 (a) The percentage of correctly identified particles
(normalized by the actual number present in the image ) versus
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couraging when one considers the fact that typical PIV uncertain-
ties are usually on the order of 0.1 pixels for quality experiments,

' L L L L (
o] 100 200 300 400 o} 100 200 300 400

v and that minimal values of approximately 0.04 pixels have been
Distance from porticies, 1, (pixel) Distance from particles, I, (pixel) . A
demonstrated under ideal conditio\&/esterweel et al[18]). It
© @ can also be seen that the errors are very small for the majority of

_ _ the flow map(Fig. 6(c)), and sizable errors only occur in limited
Fig. 8 Average displacement error (s, =vXg,+Ye,) @ a regions not associated with a dispersed phase particle. This obser-

function of distance to the nearest neighboring dispersed vation is further supported by measurement of the mean displace-
phase particle. (a) No separation filter, (b) filter width f/d,

; ) A : ment error calculated as a function of distance to the nearest
=ifé?§ (c) filter width  f/d¢=2.4, and (d) filter width f/d;=13  ,qjonhoring dispersed phase partifiég. 8). When no separation
PIXEIS. filter is used, the largest mean errors occur within the width of the

correlation window(40 pixel9, and then drop to negligibly small
average results in Fig. 7, it is observed that the absolute vaIueI%Yels('.:'g' 8@)). Itis _also noted that the "’.‘moum of the error IS
the error is less than 0.015 pixels for the optimal filter. Normaproportional to the dispersed phase particle diameter, which is
ized with respect to the actual displacement, this corresponds.'{iialy d_ue to a stronger influence on the cc_)rrelatl_on fun(_:tlon ow-
an error of around 0.2 percent for the selected experimental cond to its larger size. When a separation filter with a width of 7
ditions (the mean displacement was around 8 pix€l#is is en- pixels (f/d,=2.9) is applied, the peaks are stil V'S'bl.e’ b_ut are

reduced to levels comparable to the background noise influence
(Fig. 8b)). If the filter width is further decreased, the peak in the
error which corresponds to the proximity of a dispersed phase
particle is lost(Fig. 8c)), and at small enough filter values, a
general rise occurs over all distances from the dispersed phase
(Fig. 8d)). This indicates that the increased error at srhalnot
correlated with the dispersed phase.

The source of the increased noise at the small filter width is
instead observed to correspond with regions of large velocity gra-
dients. Evidence of this can be confirmed when the mean error is
plotted as a function of the carrier phase vortidiBig. 9). The
5 e e 000 P e plots show generally similar trends for all of the sizes, with a
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Fig. 9 Average displacement error (se,,=\/xzer,+yze,,) as a Fig. 11 Average absolute displacement error of dispersed

function of carrier phase vorticity magnitude. (a) Filter width phase. (a) Spanwise direction. (b) Streamwise direction. =+,
fld,=1.3, (b) filter width f/d,=2.4, (c) filter width f/d,=2.9 filter width f/d,=1.3; =, filter width f/d,=2.4; ¢, filter width
fld,=2.9.
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minimum error occurring at the low vorticity magnitudes and in13, and 14. These measurements were obtained from a sequence
creasing error for large magnitudes. The smallest filter width of 80 independent two-phase images acquired approximately 1
f=3 (f/d,=1.3) pixels demonstrates the largest sensitivity to thdiameter downstream of a cylindrical watgravity aligned in the
velocity gradients, with errors greater than the other filter widthstreamwise direction The dispersed phase consisted of 336
over much of the measured vorticity range. High shear regiogtass spheres with a specific gravity of 2.5 and a mean volume
typically have low signal to noise ratios which produce poorljraction of approximately ¥ 10”4, For these tests, a median filter
resolved correlation peaks. When the separation procedure is wjdth of 5 pixels was used, with a correlation window of>440
plied, it slightly reduces the correlation peak, and hence makes fhigels.
area more susceptible to errors. The filter width of 3 pixels is Figure 12 depicts the Reynolds stress of both the carrier fluid,
slightly larger than the size of the tracer particles images, axdv), and the dispersed phage,uv ), which is important for the
therefore generates the greatest degradation during the separagigoulation of turbulent transport of both phases within two-fluid
process. models. For the current flow conditions, the magnitude of both
The optimum filter width is observed to consistently be a 5—&rms is qualitatively similar in shape, and quantitatively similar
pixel window, which corresponds to a nondimensional size @& magnitude. Note that the mean recirculation zone is clearly
f/d;=2 to 3. Filter widths smaller than this value decrease thgsible just downstream of the cylinder near the top of the figure.
correlation peak through the removal of some of the larger tracerFigure 13 shows the conditionally-averaged mean-square slip
particles, while larger filter sizes leave residual “artifacts” of theselocity between the dispersed phase and the carrier fluid. This
discrete particles as shown in Fig. 4. In general, there is alsateam is representative of the amount of kinetic energy being dis-
slight increase in the error as the size of the discrete particlessipated by the net drag force acting on each particle. There is a net
increased. This may be due to the increased amount of “voids” equilibrium dissipation level of 50 cffs®> due to buoyancy in-
the single phase image after removal of the discrete particleiced slip, and increased levels up to 175%sMclose to the
which decreases the number of tracer particles available to c@yinder as a result of the particles’ inability to adjust to the strong
struct the proper correlation. spatial gradients within the recirculation zone.
. . One important consideration in multiphase particle/turbulence
e ma e facion ' & measure of he lacal mHomogeneies of e s
gauge the ability of the method to successfully separate the t\ﬁ&sed phase that can be caused by the rotational and straining
phases. The effect dfandd, on the accurate identification of the lds of the flow. This phenomena is commonly referred to as
dis : d oh s sh P Fia. 10. using th Its f t‘r‘PreferentlaI concentration’{Eaton and Fessl¢R1]), and occurs
persed phase is shown in Fig. 10, using the results from ) . ) 2
same random image pairs discussed in the previous section €N the viscous response time of the partieigs p,dy/18pv,
each image, the program is told to search for a specified num@%r.of order 1 relative to the fluid timescales,, for large particle/
of particles that must be determined by the operator in advandsid density ratio systems. Under these conditions, the particles
The subsequent images are assumed to contain a similar nunffgpond sufficiently to the fluid motions to avoid regions of strong
of particles, and thus there will be some difference between thfational flow (high vorticity) while tending to accumulate in
total number of particles identified and the actual number preseftdions of large straifiwang and Maxey22]). One measure of
When processing data for quantitative experiments, user interve® amount c_)f prefgrentlal concentration WOU|d.be to compare the
tion must be used to audit the identification of the particles, bffoPability distribution functionPDF) of the carrier fluid vortic-
selecting the appropriate filter size can minimize the work rdy @nd strain rate sampled from an ensemble of measurements to
quired. The results indicate that the smaller filter widths do & Similar PDF conditionally sampled at the locations of the
ispersed-phase particles. If the particles are exhibiting preferen-

better job of separating the phases, and that above a critical ; i
crete particle size ofl,/d,>3, little change is observed in thet'al concentration effects, there should be a reduced probability of
p 1

ercentage of particles correctly identified. This confirms tHiding large vorticity values and an increased probability of find-
b 9 P y ng low vorticity values in the conditionally-sampled PDF. The

1;?|Zréybémgévnethoebzﬁga;ﬁg t;r;a;)atrgi[ggggepr/é?,eS;eapl)la}r/zét:; : Iconverse should _hold for_the strain rate PDF. Figure 14 depi_cts the
then a greater number of the discrete particles will be retainE@F Of the velocity gradients sampled over the entire spatial ex-
by the separation process, but more importantly, places a quiglt of the image, and the corresponding PDF sampled condition-
titative estimate of the required parameter values for effectidy Only at the particle locations. For the current flow conditions,
identification. no net preferential concentration is observed, as the mean and
conditionally sampled histograms match within the experimental
4.3 Filter Influence on Discrete Phase Displacement.The uncertainty. This is to be expected, however, as the Stokes num-
effect of the filter width on the displacement of the discrete paber, St=7,/7;, based on the large-scale eddy turnover time is
ticles is shown in Fig. 11. The error for these displacements is
about an order of magnitude larger than those for the tracer par-
ticle calculation. This is consistent with the fact that only a singl-
particle is used in the estimate of the displacen{amtontrast to ;
the tracer phase which typically has on the order of 10 paricle: osl}i
and hence will have a larger uncertainty. Additionally, theoretici, i
estimates on the lower bounds of the uncertainty in the particf
location are shown to vary in proportion with the particle diametes
(Westerweel[ 19], Wernet and Pling¢20]). Thus the average ab-
solute error is about 0.1 pixel. Considering that the typical unce:
tainty of a subpixel interpolation estimate is on the order of OE
pixel, this does not represent a major increase in the particlé”

kel

: mﬂﬁ

4
.0

e loca

Streamwise location, x/D

o
T

calculated displacement. The optimal filter width corresponds 3 >
the smallest filterf/d,~1.3, but is closely matched by the inter- ,, > i,
mediate sizef/d;~2. v L2l
-0.5 0.0 0.5 1.0 -0.5 0.0 0.5 1.0
Cross—stream location, y/D Cross—stream location, y/D

5 Sample Results: Two-Phase Wake _ , , _
] Fig. 12 Reynolds stress of (a) fluid and (b) particulates in near
Several sample results of the type of important closure-teake of cylinder. Units associated with the contours lines are
measurements the method can provide are illustrated in Figs. k2¢m %s2. Dashed lines represent negative stress values.
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I VZERELE particle/turbulence interaction, and the nature of the important
cross-correlation terms required for two-fluid modeling.
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A Conductance Based Solids
sames k. kiausner | Goncentration Sensor for Large
FeaFu § Diameter Slurry Pipelines

Department of Mechanical Engineering,

University of Florida, An instrument has been developed that measures the solids concentration in slurry pipe-

Gainesville, FL 32611 lines ranging in diameter from-5150 cm. The operating principle is based on conduc-
tance, and in contrast to the gamma densitometer, the instrument does not require a
nuclear radiation source. The instrument operates on-line, is nonintrusive, and provides

Renweq Mel real-time output. The instrument measures local concentration around the pipe periphery,

Department of Aerospace Engme_enng, and the local values are integrated to obtain the area-average concentration. A graphical

Mechanics and Engmee‘rlng 30'9[‘09' display shows the variation of concentration from the top of the pipe to the bottom as well
University of Florida, as the area-average concentration history. The instrument has been extensively tested in

Gainesville, FL 32611 an experimental slurry transport facility as well as on-line at the Swift Creek phosphate

mine in the state of Florida. When compared with a quick-closing valve measuring tech-
nigue, the mean deviation of solids concentration measured with the conductance based
instrument is 0.81 percent based on md§0098-220000)00704-3

1 Introduction suspensions: radiation attenuation, ultrasonics, microwave reso-

ance, capacitance, conductance, laser radar, light scattering, and
ht attenuation. When considering high concentratiiypically

0 percent by weightslurries in large diamete(typically 500

mm) pipelines used for mining operations, optical techniques are

not useful since the slurry is essentially opaque to radiation in the

'Qisible spectrum. Radiation attenuation techniques using gamma-

Specifically, the utilization of slurry transport pipelines within th ?asys or X-rays are suitable, but they are typically kept out of reach

A : / . f operating personnel, and are considered undesirable by those
phosphate mining industry is standard practice. A substantial Qi '\york with them. An intrusive sensor is not feasible since it
erating cost associated with mining and processing involves p

ing for the electricity powering the slurry pumps. The optim ould be rapidly destroyed by the abrasive flowing slurry. In what

. dition T : d taili i . ollows, the development of a suitable slurry solids concentration
operating condition for ore, matrix, and tailings lines Is to pUMBangqr which utilizes electrical conductance as the basis for mea-

as high a slurry concentration as possible without plugging @, ing the solids concentration, is discussed in detail. The design,
pipeline. Knowledge of the slurry concentration within the piperprication, wear characteristics, and performance of the solids
line is essential for efficient and reliable operation. The curreghncentration sensor are presented. The sensor has been exten-
practice in the phosphate mining industry is to use gamma dengyely tested in the laboratory and in the field at the Swift Creek
tometry to measure the slurry concentration in large diametgfosphate mine in the state of Florida. The results of these tests,
pipes. However, due to safety concerns of radiation exposure\{fich validate the sensor performance, are discussed.

workers and fear of litigation, gamma densitometers are typically

placed in remote locations within the processing plant where mipe Basis for Slurry Solids Concentration Measurement
operators will not have routine access. The problem associated )
with such an installation is that the water jet operator, who con- ' N€ concept that has been successfully implemented to measure

tinually mixes the slurry, does not know the slurry concentratiof® slurry solids concentration is to fabricate a nonintrusive sensor

until the slurry reaches the processing plant, which may involveldat measures the local s_Iurry concentra_ttion around the p_eriphery
a sensor flow tube using conductan@mpedancg For high

delay time of thirty minutes to an hour. Since the water jet oper@! & S , . R . 4
tor does not have instantaneous feedback from the gamma defiBECific gravity solids the slurry concentration is typically uniform
@ horizontal plane due to gravitational stratification. Thus, the

tometer, the current practice is to use the slurry pump amperagérb d local : d the pi ioh .
an indicator of slurry concentration. Because there are many otifdlegrated local concentration around the pipe periphery approxi-
factors which can influence the current drawn by the slurry pum _vates the average pipe concentration. The sensor configuration is

the method is not very accurate, and there exist large variations Hﬂiliﬂr to the ig]pfedance torpo%raphy sensor de)[/elofped t;ly K_Igg
slurry concentration with flow through the pipeline. In order fo n ayinger[2] for concentration measurements of gas/liqui

the water jet operator to maintain the slurry concentration ne - Hor\:\(ljev?r,ntle_rﬁur[jenr: ;Orl:]ds copcne]ntr:tatl%n tsensr(])r %r."y ur:;
optimum conditions or in order to automate the slurry mixin Z€S conductancéimpedanceg measurements between adjace

process, it is necessary to have a robust instrument which can gﬂi%ctrodes, which distinguishes it from a tomography sensor. To-

accurate and instantaneous feedback on the slurry concentraflépgraPhy is not useful for the present application since the signal
0 hoise ratio for the conductance measured between electrodes

entering the pipeline. . . o
A review article by Williams et al[1] on multiphase flow mea- mounted diametrically opposed would be restrictively low, con-
sidering the pipe diameter is large and the slurry is dense.

surements discusses the following techniques which have be lthough the conductivity of a slurry mixture depends on both

applied to measuring particulate concentration in flowing slurr, X : A - .
PP gp 9 the solids concentration and carrier liquid conductivity, the solids
) ) R o concentration may be deduced from measurements of both the
Contributed by the Fluids Engineering Division for publication in ticeJBNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionmIXture conduct|V|ty and the carrier |IQUId COI’]dUCtIVIty. Conduc-

September 13, 1999; revised manuscript received June 19, 2000. AssociateTechﬁWaiﬁy methods employed_to measure solids concentrations in
Editor: S. Banerjee. slurry flows have been discussed by many researchers such as

The transport of particulate materials in slurry form is prevalerﬁ
in many industries. In the mining industry slurry pipelines arg
used to transport raw materigbre or matriy to the industrial
processing facilities and to transport the waste matéfadings)
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Fig. 1 Cross-section of conductance sensor depicting elec- where Vi and Veo are the measured bndg_e arm voltages, a.md
trode array Ko:(AC./Am) (d,/d;) is a constant for a given electrode pair.
Ideally, if all electrodes are identically manufactured and equally
spacedK,=1.0. In practice, manufacturing imperfections neces-
sitate thatl, is determined through calibration for each electrode
pair.

Sturry Pipe Wall

Beck et al.[3], Lee et al.[4], Ong and BecK5], Nasr-El-Din
et al.[6,7], Colwell and Shook8], and Uribe-Salas et gl9]. As ?h Sensor Design
is the case with tomography, these methods rely on measuring the
conductivity across a slurry flowing through a channel, which is During the course of development, three concentration sensors
not practical for the current application. of different size were fabricated and tested: 100 mm ID, 150 mm
The conductivity sensor used for measuring slurry solids cof?, and 500 mm ID sensors. All three sensors are geometrically
centration in large diameter pipes consists of a circular cross séignilar and thus only the 500 mm sensor will be described here.
tion conduit in which equally spaced electrodes are placed arouptl assembled drawing of the 500 mm ID sensor is shown in Fig.
the pipe periphery as shown in Fig. 1. The conductivity of a slurr§. The sensor flow tube is 1.2 m in length and is constructed from
mixture measured between any two electrodes relative to the c@ndielectric composite, G-10 Garolite. It has an inner diameter of
ductivity measured for the carrier liquid may be related to th#89 mm with a wall thickness of 19 mm. 48 electrodes are equally
local slurry concentration flowing between adjacent electrodes.sRaced around the circumference of the flow tube as shown in Fig.
solution of Maxwell's equations suggests that the solids conceh-All of the stainless steel electrodes are 6.4 mm in diameter and
tration,C, , is related to the mixture and carrier liquid conductivi-are mounted flush to the inner sensor wall. The conductance sen-

ties through(Uribe-Salas et al.9]) sor flow tube is connected to the pipeline via slip flanges. A pic-
torial view of the 500 mm assembled sensor is shown in Fig. 4.

1-C, The reference electrodes shown in Fig. 3 are mounted at the top of
= 1+0.5C, (1) the flow tube and are displaced in the direction of flow. For coarse

and high specific gravity solids the concentration is very low at
whereK=k,,/k., kg, is the mixture conductivityk. is the con- the top of the pipe due to gravitational settling, and the measured
ductivity of the carrier liquid(typically water for mining applica- conductance at the top of the pipe using these reference electrodes
tions), and it is assumed the solids are nonconducting. Since cas-taken to be that of the carrier liquid. The occurrence of zero
ductivity sensors require calibratio@, is typically expressed as concentration at the top of the sensor flow tube has been verified
C —1_KUn @) experimentally for the slurry flow applications considered in this
v investigation. Whether or not solids are present at the top of the
wheren must be determined through calibration. flow tube for other applications depends on particulate size, spe-
An electronic bridge circuit, shown schematically in Fig. 2, igific gravity, and pipe Reynolds number.
used to measure the mixture-to-liquid conductivity rako,using The measurement of the local and average solids concentration
two electrode pairs. One electrode pair measures the conductiviypbtained using a data acquisition, control and processing system
of the slurry mixture while the other measures the conductivity dPACPS that utilizes a microprocessor at its core. A block dia-
the carrier liquid. The reference potentid], , to the bridge circuit gram showing the DACPS circuitry is shown in Fig. 5. An indus-
is a 1 kHz, 5volt peak-to-peak signal. The conductivity ratio trial 100 MHz microprocessor houses a signal generator, a 48
may be expressed in terms of the electrode geometry and electhannel I/O board, an analog-to-digital converter, and a digital-to-

cal resistance as, analog converter. The sensor electrodes are connected to a 48
channel relay panel and are sequentially switched into the elec-

K Ac dn| Re tronic bridge circuit using the 48 channel 1/0 board. The 1 kHz, 5

K= k_c: A_md_c R_m 3 volt peak-to-peak reference signal sent to the bridge circuit is

controlled by the programmable signal generator. The bridge cir-
whereA is the electrode surface aredjs the distance between cuit arm voltages are measured with the analog-to-digital con-
electrodesR is the resistance across electrodesdenotes the verter. After the mixture to liquid conductivity ratids, is mea-
mixture, andc denotes the carrier liquid. Using bridge theory isured for all adjacent electrodes, Eq®) and (4) are used to
may be shown that compute the local slurry solids concentration between electrodes.
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Fig. 3 Assembly diagram of 500 mm conductance sensor

In order to convert the local concentration to an average conceh- Sensor Calibration

tration, the following area averaging procedure is used . . .
9 9ing p The measurement of the slurry solids concentration requires

Egs. (2) and (4) and thus two constant¥, andn, need to be
c--|c (A)dA ) detgrm_ined empi_rically through calibration. The determination of
VALY Ky is discussed first. Although an attempt has been made to manu-
facture all electrodes identically, because of machining and as-
sembly imperfections, the conductivities measured between sen-
Q8 electrode pairs and the reference electrode pair with pure
liquid flowing through the sensor may not be identical. Thus the
constanK,, which appears in Ed4), will not equal 1.0. In order

where A denotes the cross sectional area of the flow tube al
C,(A) is the local concentration. In applying E&) to the current
instrument, it is noted that,(A) is actually measured near the

sensor wall. It is assumed thy, is uniform in any horizontal 4, eaqre the local solids concentration accuratélymust be

plane due to gravitational stratification. The concentration data a§own for each electrode pak, is determined by running pure
displayed numerically, pictorially, and graphically in real time o fiquid through the sensor and measurgp, V., andV, for a

a digital monitor. A 4-20 milliamp analog output is also supplieqye electrode pair. For each electrode p&jris calculated ac-
for remote monitoring or industrial control. cording to

1

/

In practice, it is found thak, is typically within 5 percent of
unity.

The calibration constant, is determined using a static calibra-
tion. An end-plate is bolted to one end of the sensor flow tube, and
the sensor flow tube is positioned so that its center line is oriented
vertically. A water-solids mixture is placed inside the sensor flow
tube so that the saturated particle bed just covers the electrode
array, and the reference electrodes remain in contact with only
liquid. Values forV,,, V¢, andV, are measured using the sen-
sor DACPS (data acquisition, control and processing system
Equation(4) is used to comput&, and based on the known satu-
rated particle bed volumetric concentrationjs computed from
Eq. (2).

Calibrations have been performed for all the sensors fabricated.
The particulate solids used to calibrate the sensors are silica sand
and phosphoric tails. Five different particle size ranges were con-
sidered, which vary from 0.1 mm to 15 mm. The calibration re-
sults reveal that the calibration constamtjs independent of sen-
sor inner diameter and independent of particle size, provided the
particle size is less than 5 miKlausner et al[10]). It is also
found that the signal source frequency has no effect on the cali-
bration constant provided the frequency does not exceed a thresh-

Ka=
0 Va

VcO

v. ) - (6)
-1
VmO

pure liquid

OISPLAY

| anacog

oy QuTeuT
OPERATIONS

] REMOTE

CoTTTTTTTTTTTTTTTTTTTT T N old value. A signal source frequency of 1 kHz works well for all
Fig. 5 Block diagram of data acquisition, control, and pro- cases considered. It has been found thatl.3 for all of the
cessing system particulate solids considered in this investigation. While in the
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pipeline, a large portion of solids flow as a moving bed in thi ™
bottom section of the sensor body. Therefore, the accuracy of t

concentration measurement is relatively insensitive to the shapes
the function given by Eq.2) sincen is calibrated for a solids bed.

Test Data Set 2

©7  Aug 01, 1998

)

%)

-

Data
group 6

5 Slurry Solids Concentration Sensor Performance

ncentration (mass

5.1 Laboratory Test. The different size conductance basec ,
slurry solids concentration sensors were tested over a variety 2
operating conditions. Here the results of a laboratory test and”
field test are reported. The schematic diagram of a 150 mm dia
eter slurry test facility is shown in Fig. 6. The inside diameter o 0 10
the test facility piping is 145 mm. During operation of the slurry
flow test facility, the slurry mixture is drawn from a 1900-liter
conical bottom PVC tank. The discharge of the tank feeds a #8. 7 Solids concentration history upon loading and unload-
KW centrifugal slurry pump. The slurry pump is driven by a 4819 slurry transport test facility
kW 4-cylinder diesel engine. The slurry flow can be directed ei-
ther through the 150 mm diameter test loop pipeline or to a bypass
line via two 150 mm knife valves. The slurry flow first passes )
through a magnetic flow meter manufactured by Advanced Flow
Technology, Lakeland, Florida. For single phase flow the uncer-
tainty of the flow meter ist0.5 percent of full scal¢3208 I/m).
However, for two-phase horizontal flow the solids are signifi-
cantly stratified and the uncertainty for the mean volumetric flow
rate is not known. Therefore, the flow rate reported for these ex-
periments is that of single-phase flow through the facility prior to
loading it with solids. Following a 180 deg bend the slurry flows
through a quick-closing valve section. This section is used to mea-
sure the slurry concentration by simultaneously closing the two
knife valves at both ends of this 1.56-meter-long pipe section.
Following the quick-closing valve section, the slurry flows
through the conductance sensor where the solids concentration of = ¢
the slurry is measured in-line. Finally, the slurry flow is either 0 1 » » ©
direpted back to the 19QO-Iiter tank, whgre i@ is either recirculated Time Duration (Minutes)
or diverted to the 760-liter flow rate calibration tank.

A typical test was initiated by establishing the desired singlgsg. 8 Typical measured solids concentration history for a
phase flow rate, which was measured with the magnetic flaygle test using 150 mm conductance sensor
meter. For all tests conducted in the slurry flow test facility indus-
trial grade sand was used as the slurry solids. Next, the desired
concentration was obtained by adding solids to the 1900-liter tank.

Data Data Data Data | Data
group 1 § group 2 |group 3 | group 4 jgroup §

Data
froup

Data
group 8
Discharge sands

200 300 400

Time Duration (Minutes)

(ass, %)

Test Deta Set 2, Group 6

104 | Ang 01, 198

Solids Concentration

The slurry was circulated through the test facility until steady flow

10
———
conditions were established. The conductance based solids con- |t}z ot I = r:f:mmsﬂ
centration sensor continually monitored the slurry concentration 034 bt T, —
using the DACPS at a frequency of seven samples per second and " *
the slurry concentration time history was graphically displayed

and stored for future analysis.
Figure 7 shows the time history of the sand concentration flow-
ing through the test facility upon loading and discharging the fa-

¥

cility. Each data group shown represents the response of the sen- | T
sor to the addition of solids in the slurry flow system. The last data [ [ Avernge C: 58 8% (mass) !
group shows the sand solids being discharged from the system. 02 | Test Date U8/15/199

These results demonstrate that the concentration sensor is very
good at capturing the correct trend. Figure 8 shows the solids

=
=]
a
i
=
o
=
A

40 &0

B e —

Solids Concentration

1900-titer tank
nixer, stand
conical botton

Sturry Sensor  Quick Closing Valves

Fig. 9 Local variation of solids concentration in 150 mm con-
ductance sensor

|41

760-liter tank
flat botton

hsn am Butterfly valve
2 Magretic flow neter Droinage

e

Scale

concentration history measured by the sensor for a typical test.
Once a steady-state concentration was reached, it is observed that
the concentration fluctuates around a mean. These fluctuations are
not random; in fact, they are due to the fact that there was a wavy
sand bed moving along the bottom of the pipeline. The fluctua-
tions shown capture the wave structure of the sand bed. These
data demonstrate that the conductivity sensor is also very sensitive
to small changes in particle concentration. After approximately 30

\
Vi

e

g
3

Va4

Fig. 6 Schematic diagram of the slurry transport test facility
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minutes, the quick-closing valves were activated and the flow was )

stopped. It is seen that while there was no flow, the sensor gave a E & (v=28T1lm /

very constant signal for the particles remaining in the sensor flow T & Qv =241 lim

tube. At about the 40 minute mark the flow was again initiated % 50— ¥ Qv=2384 lim =

through the pipeline and the sensor showed a spike in concentra- « : $:f;g L‘:’“

tion (C—0). This spike represents a slug of water that moved £ —

through the pipeline which was introduced when the quick-closing & 4 o

valve section was removed from the pipeline and emptied of all ‘E .

solids. Again these data demonstrate that the sensor is extremely = v'm

sensitive in capturing changes in concentration. Figure 9 shows .E 0

the concentration profile within the 150 mm slurry pipeline fora = A

mean volumetric flow rate of 1938 liters/min and a mean mass E £

solids concentration of 58.8 percent. It is clearly seen that the Z 201

solids were significantly stratified, and the majority of solids = =

travel along the bottom of the pipeline in the form of a moving 2 ]

bed. w 1B

The solids captured in the quick-closing section were collected E

in a container for analysis. The solid samples were dried in an E

oven and then weighed using a digital scale with a 0.1 g resolu- ke L T T T T

tion. The volumetric solids concentration using the quick-closing g i i i 0 i i

section is computed from Percent Solids Measured Using Chuick-Closing Section {mass)
C = Mp/Pp ) Fig. 10 Comparison of measured solids concentration using

v conductance sensor and quick-closing valve method in the

Va slurry transport test facility

where v,=0.0258 m is the quick-closing valve volumeM , is
the mass of solids captured in the quick-closing section, gnd
=2560 kg/ni is the material density of the solids. It is typical L

industrial practice to report the solids concentration on a mass Fmiw:ﬂ“ﬁuﬁ'limum
. . H H ki) L2 - L
il)sz:lsls. The relation between the mass and volumetric concentratlor.q Date File Nemme: Sen, N Carmgard8_10 20 jub
é &
1
Cn ® 2w
Pc
1+—=|——1 okl
pp\ G,
. . . . . —— G Densivmeier
whereC,, is the solids concentration on a mass basis@and the 19 ‘ = e
density of the carrier liquid. —
The average solids concentrations measured using the in-line  o+————+—— Ty

conductance sensor are compared with measurements obtaine " 49 UM G300 DL SO0 DEAG D100 OE00 0900 M
with the quick-closing valve section in Fig. 10. A total of 38 tests Tirme (hours)

were performed with flow rates ranging from 2006 to 2877 I/m

and mass solids concentration ranging from 5 to 60 percent. Ag. 11 Comparison of measured solids concentration using
seen from Fig. 10 the agreement is quite good. The mean dewanductance sensor and gamma densitometer at the PCS
tion between the two measuring techniques is defined as phosphate swift creek mine, Florida

1 i=1
Sc:N % |Cmsi7 Cmqi| )

whereC, is the mass concentration measured with the condugpite serious erosion. It was found that the sensor flow tube had
tance sensor an@,,; is that measured with the quick-closing@Xcessive wear in the bottom portion of the tube. Near the bottom
valve method. For these data=0.81 percent. The uncertainty Of the tube, approximately 13 mm of wall thickness were eroded
associated with the quick-closing valve method is approximateW‘“”_g the three months of field testing. Therefore, _G_arollte is not
+1 percent. Therefore, it may be concluded that the conductarfeéuitable material for the sensor flow tube for mining applica-

sensor is at least as accurate as the quick-closing valve method9AS- It is recommended that future conductance sensors be
measuring the solids concentration. manufactured with high density, very high molecular weight poly-

ethylene.
5.2 Field Test. The 500 mm diameter slurry solids concen-

tration sensor was installed for a three month period at the Swift
Creek phosphate mine in the state of Florida. On-line testing has
been conducted for both a tailings and a matrix slurry transpaort .
line. Flow conditions in the matrix and tailings lines ranged fro Concluding Remarks

34,000 to 53,000 liters per minute. Figure 11 shows the measuredhis paper describes the successful development of a slurry

solids concentration by mass in the tailings line using the condwsslids concentration sensor that is suitable for large diameter

tance based solids concentration sensor compared with that ugiiges, which are typically encountered in the mining industry. A

a gamma densitometer over a 10 hour time period. As observedphisticated data acquisition, control, and processing system has
the agreement between the instruments is excellent. The gampean developed that implements the algorithms necessary to mea-
densitometer was mounted on a horizontal pipeline and appearstoe the local and average slurry concentration. The sensor has
be well calibrated. For the duration of the testing, the conductanbeen demonstrated to be very accurate under a wide range of
based sensor was very stable and maintained its calibration, dperating conditions.
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Optimization of a Deepening Load
Acting on a Flexible Cable Towed
w.cuman | Under Water

202 N. First Street, #1002,

Marshall, MN 56258 _ ) _ o
In this paper we examine the problem of flexible cable equilibrium in water flow, when the

cable is loaded with an arbitrarily distributed load which is directed perpendicular to the
flow. We define optimal value and distribution of this load and parameters of cable
equilibrium corresponding to this load. The optimal load provides maximum deflection of
the rear end of the cable in relation to front end in the direction perpendicular to the flow
direction, provided the tension is limitefI50098-22000)01204-9

Discussion a, is the angle of attack of a fairing, equal in this case to the

. . . slope of the cable,
There are several ways to deflect a flexible cable in flowing a,, is the angle of attack of the wing, and

water. One is to’apply concentr.ated force perpendicular to theaf is the rigging angle of incidence of wings as follows from
flow to the cable’s rear end. This takes place when a so-calleq, "1
hydrodynamic apparatus is located at the end of the cable, t9; is gbvious that:

create the concentrated force applied at the end. Another is to

apply load, distributed along the cable, also perpendicular to the Qy= @~ a, (1)

flow. We assume that we can change the load along the cabie hydrodynamic force acting on a segment may be represented
This can be accomplished, for example, by attaching small wingg the sum of two forcesR,, the force acting on a segment of
along a fairing which is mounted onto the cable. Hydrodynamiggple with fairing andR,, the force acting on a wing. We can
forces acting on those wings imitate a distributed load. An e¥ssume that hydrodynamic interaction between these two parts is
ample of this arrangement was actually designed and tested in &hgall, because of big distances between wings and their very
Soviet Union, and has proved to be performing quite W&ll small sizes. So hereafter we will count that interaction as absent.
Another possibility is to change the weight-in-water along the Let us project these forces on normaland tangentr to the
cable. element of a cable and find the nondimensional coefficients of the

It may seem that the first way is preferable because it is easipsbjections. The product of fairing chord length by the cable’s
to create. However, there may be situations when an apparatersgth unit is taken to be the characteristic al@gy is a normal
located at the end of the cable cannot ensure the necessary dephfficient for forceR,, andC,y is a normal coefficient for force
for instance, when the deepening load which is necessary Re. C;, andC,, are tangent coefficients for those forces.
achieve the required depth is too big and destroys the cable. Prob- Ci= 2R/ ov?b
ably, we can increase the depth by distributing the deepening in P
force along the cable when we choose the optimal form of such C1,=2R;,/pv?b
distribution. If this is true, it is interesting and important to esti-
mate the result quantitatively since it can be useful to have a more
complicated arrangement in order to improve the technical char-
acteristics of such a cable.

There are a number of works solving the problem of optimiza-
tion for the first casg¢2,3]. In this article the problem is formu-
lated and solved for the second case. The problem is being solved
for a two-dimensionalplane case; therefore, the cable is consid-
ered to be in the vertical plane and the distributed load is a deep-
ening load. We will suppose that all wings have the same size, the
same angle of attack, and so form the same force. Under these
conditions, to find the optimal distributed load is to find that force
and number of wings per unit of length, such as the function of the
distance from one of the cable’s ends.

As in Eames and Egord,3], we will assume that the optimal
load is the one which provides maximum deepening of the rear
end with a given tension on the cable at its front end. This opti-
mization allows us to get the most benefit out of the cable’s
strength.

Consider a segment of flexible cable with a wifgg. 1). This
element is small enough to be viewed as a straight line. On this
figure,

Contributed by the Fluids Engineering Division for publication in ticeJBNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
June 21, 1998; revised manuscript received July 19, 2000. Associate Technical Edi-
tor: M. Taiantafyllov. Fig. 1 Acting forces scheme
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Con=2R,,/pv?b Another way to create varied load distributed along the cable is
to change its weight-in-water along the cable. In this case(Hq.

C2,=2R,,/pv®b can be rewritten as follows:
wherep is the water densityy is the speed of towing, anlis a
fairing chord. Cyn=29(S)/pv?b cosa,
We can writeC,,, andC,. as follows:
Can=|Cyul @y)c0Sa,~ Cyyla,)sina,JF,, /bS, C2,=29(S)/pv*bsina., .

and Hereg(S) is weight-in-water of the cable’s unit length at the point

Co.=|Cyulay)sina .+ Cyy(ay)cosa,|F, /bS, (2) with the coordinate o8& If the cable has uniform weight-in-water
whereC,,, andC,,, are the lift and drag coefficients of the Wing;;vﬁécg WS Sﬁ]rg gr?;lgggﬁst% rﬁﬁg%e’nlti SSEZLCJES:; r;lg“:%?g:tﬁ at for
. ; . . . 1r .
Fy is the wing plan area; an8, is the distance between tWothe distributed wings case, the optimal distribution of wings does

nearest wings at this point of the cable. t depend on tow velocity, while optimalg(S) would change
To assign an equilibrium position means to define for any po"\[}]vfi)th v:riation of Y. P 9 9

on the cable an angley.(S), whereS s the distance along the . . .
cable at this point from one of the ends of the cable. Knowing thisr;l.-hﬁre.fore’ ;he problem is 1o .deéermflnﬁ a functiop,(a,) |
function we can find the inverse functio®(«,). Then, if we which gives the maximum magnitude of the optimization value.

arrange the small wings along a cable in such a way that the rati:fa gsédﬁgggim:niibooxael ;S)ﬁtaerr::tgtr and the work of EgfBhwe

W=F,,/bS, is a function ofW=W(S), for any equilibrium po-
sition of the cable,
7=C,pv?bY/2T 4)
Fu/bSy=W(S(a,)). ®)

Let us have a functiol€,,(«,). We can easily find the equi- as the optimization value. Her€, is the drag coefficient of a
librium which corresponds to the load wi@y, , i.e., find a func- cable which is perpendicular to water flow,is the depth of the
tion a,= a(S) related to the above equilibrium. Having B4) rear end in relation to the front end, afidis the tension in the
and Eq.(2) and using Eq(3) we can find a functioW(S) which  cable at the front end.
gives us the predetermined distribution of the load. Obviously, the Using integral representation of the equilibrium equation for a
ratio k=C,,/C,, does not depend upow and, therefore, is a flexible cable in water flow, as in Eamg2|, we can writey as a
known specific function ofe,=«(S) if the wing profile and functional(i.e., a function whose argument is itself a funcliaf
anglea . are given. Con(a,):

f“w sinu . j%oClT(v)JrK(v)CZn(v)d d
vy CinW—Con(w) N |, T Ca)—Cov) V|

g N f C W) T RWCoH(W) ©)
@K Cln(u)_CZn(u)
I
wherea o and a « are the angles between cable and flow direc- a0[ k(u)—G’(u)]sinue®™ g
tion at the rear and front ends respectively. 77=J C C du=j I1(u,G,G")du
The value ofa . is determined by the direction of the force are k(W) Cin(U)+Cy(u) ax
with which the hydrodynamic apparatus acts on the cable. Ulti- (8)
mately,a 4 is the angle between this force and the flow direction. For this case. Euler's equation looks like:
The value ofe .« is determined by cable length and for an arbi- ’ q :
trary a .« from interval (0< a,x<a,9) We can find a cable length _ , _
which corresponds to that. Because we are trying to find the op- d11/9G=d(s11/9G")/du=0.
timal distribution of the load independent of the cable length Wg yeans that for functionad the Euler equation is:
have to optimizey for any value ofe,« . Thereforew .o anda
do not depend upo@,,,, and the outer integrals in E() have to x(u)sinu d sinu
be considered integrals with constant limits. G — =0.
To simplify “composition” of Euler’s equation let us introduce Cin(U)k(U)+Cy(u)  du Cyp(u)x(u)+Cy (u)
a new function® (u): (©)

The expression in brackets does not depend on the optimized

d(u)= Car(u) + &(U)Con(u) ©6) functionG(u), so the unique solution of EQ) is G(u) = —o°. It
Cin(u) —Cpp(u) means that it and a4 are finite, then
and substitutingb (u) into Eq. (5) gives us: Con(a@,)=Cyn(a;,)

ax for every magnitude of an angle, .
xpj O (v)dvdu  (7) Therefore, the load of optimally distributed wings must balance

u the normal forces acting on the fairing. If the normal load acting
) ) on the cable becomes zero, the cable becomes a straight line.
This can be converted by a new change of the vari@b{e) Hence, optimal configuration of the flexible cable in water flow is
=fﬁfk<1>(u)dv to classical form: a straight line.

_[#o [x(u)+D(u)]sinu
"‘J K (WCy(1)+Cyy(u) ©

aT
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Now we have to define the optimal angte,, with which this Con(a,)
line has to be inclined to water flow. If the cable is a straight line, W= Cot )CoSa,— o ysina,” (18)
the values can be determined from the simple formula ywl EME)LOSA™ Ll AME) ST 7

Thus, we have expressed all unknown variables of Eq. System
7= (10) (11 as functions ofx, and now we will definex . out of the last

Cila)+Cola,, ai,W) equation of systenil1). Substituting Eq(14) into the last equa-
where herey is not a functional, but a function of three argument&on of Eq. Systen(11), and using Eq(10), we can arrive at:

a,, a;, andW. Equation(10) flows from the two obvious expres- _
sions forT andY of the straight cable: CandCor/das=CordConlda:t CondCarl eyt CordCanl It

Cysina,

Y=Lsina, =Cyn(Cq,+Cy,)cota,. (19)
T=(C,,+C,,)v2bL/2. ggﬂzi:dering Eq(1), we will write down the following expres-
Let us define the relative extreme of this function under the ~
condition dConlda,=—dCy,ldas+dConldax,
Cin(a,)=Con(a,,a;,W). and (20)

Using La Grange’s method of indeterminate coefficients we can

have the system of four equations,
Cyy—Cpy=0 where the sign~ means that a derivative is calculated based on
the assumption tha,,, andC,,, do not depend ow, . Differen-
Inlda=Nd(Cqn— Cop)l das (11) tiating EQ.(2) with respect toa, on the condition thaC,,, and
C, do not depend om ., we have:

ICy, 190, = —ICy,1das+iCy. I dar,

(97]/W: )\(9((:1“— Czn)/(?W
anlda.=Nd(Ciy—Con)lda,

with four unknown variablesy,, a;, W and the undetermined and
coefficient\. It is easy to see that

Based on Eq(2) and Eq.(10) we can write the following: _ _
[9C2n/19W: CZn/Wr and [977/8W: _ nzCZT/(CxWSinaT)- Cznaczflaa,-_ szﬁCanar: CZn(9C2,./¢9a.,— 027.&(:2”/(9(17.
(13)  Whence:

aEZn lda,=(—Cyysina,—Cy, cosa, )W,

0627/@,: (Cywcosa,—Cyysina,)W.

Using Egs.(15) and(20) it is possible to get the following

The third equation of the Eq. Systefhl) gives us CyndCo,ldct,— Cy,dConldar,= (C2,+ Ciw)Wz

A= %%C,,/(C,Cypsina,). 14
. 7°Cy.1(C,Cypy . ) ( ) :(czn)2+(C27)2-
Using Eq.(12) and Eq.(14) we can rewrite the second equation of ) ) )
Eq. System(11) in the following form Using the above expression and the first equation of Eq. System
(11) we will rearrange Eq(19) to the following:
&Cz,/ﬁaf—(CZT/CZH)(ﬁCanﬁaf)=O. (15) 2
+ + +

Taking into account the relationship between angies «¢, and dCy /dart w(az)dCon/dart Conl @)1+ K (ay)
ayw in Eq. (1) we will get —k(a,cota,]—Cqi(a,)cota,=0. (21)

9Cy l1da;=9Cy lda,,  and ICy,/da;=3dCoyldar, Since all terms of Eq(21) depend just ona,, Eq. (21) is a

transcendental equation with one unknown variable The so-
lution of this equation, along witla; from Eq.(17) andW from
d(Cyy/Cyw)/day,=0. (16) Eq. (18), completely defines the optimized parameters of equilib-

. . ium, and solves the problem set up in this article.
In other words the little wings have to be arranged under the an&&ro illustrate the soFI)ution we cor?sider it for the special case

of attack ensuring maximal aerodynamic efficiency. If we call this - . X
angleay we can write down when coefficientsC,,, and C,, depend ona, in the following

way, as described by Gorshkd4]:

and it means that Eq15) is equivalent to the condition

af=ayeta,. 17 . ;
. X ) f ME T . ( ) Cln:CID S|n2 aT+Cf S|na7;
Sincex is a function of onlya, we can write

Ky sina,+cosa, Cr-=Crcosa,; (22)
"7 Ky cosa—sina,’ Cy=Cq+Cq
where where Cg4 and C; are constants. Using E@22) to define the
Kyy=Cou ) Co ) derivativesdC, . /da, anddC,,/d«,, we can substitute them in
M= Hywl AME) ol EME)- Eg.(21) and finally get the quadratic equation. The unknown vari-
If deepening is realized only by the cable weight-in-wat€y, able in this equation is the rati®,,/C,,,.
= and k=tane,. Using the first equation of Eq. Systefhl) We can write down the solution of the quadratic equation as

and the expression in E¢R) we can definéV as: follows:

Cy,/C1n=k(Cy ;) =1 cotla,)— f(Cy,a,)+ V(cota,— f(Ct,a,))?—4[1—2Cf(C; ,a,)/(sin 2a.(2 sina,+Cy))]], (23)
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weight-in-water of the cable is equal to zero. The optimization in
this case is made by the approach described in E&pWAII the
curves on Fig. 3 are shown in logarithmic scale.

The points of intersection of the dotted curve with the continu-
ous curves give us a bound value®f for differentK,, . If C; is
less than this value, using a distributed load is more beneficial
than a concentrated one. The benefit which we can get using a
distributed load is defined by the ratio @f/ 7., wherezq is 7
for a distributed load, andj. is » for a concentrated one.

All the above results are also true for a cable with no wings or

0.450

0.200 i I I ! special deepening apparatus at the end but which has an additional
0.00 0.250 0.500 0.750 1.00 éf weight-in-water. So we can say that the best distribution of added
weight-in-water along the cable is a uniform distributig(S)
(b) =g=const. For this cas&,, = because the force of weight-in-

water is always directed vertically, and gse-tan«,. Seeing that,
we can rewrite Eq(25) for this case in the form

n=[(1+Cy)sin 2a,]/[2(C;+sirf a,)],
and the equation for determination @f, in the form

Fig. 2 (a) Graphic representation of Eq. (23) and (24); (b) plot
of @ and k as functions of C;and Ky,

whereC;=C;/Cq, and C=sim a,(1+co a,)/cos 2, . (26)
~ sin 2a7+6f CoSw, For cables with a round profiléhe ones without fairing Ef
f(Crrar)= e 148y =0.015-0.025. In the book of V. I. Egorof@] the author points

_ _ _ out that for a round cabl€;=0.022 andC = 1.8; this means that
On the other hand, using the first equation of Eq. Systeth ¢, —0.012. But tests which were carried out on long segments of
we can state cables in the Soviet Union later showed tkatis greater, and for
Cy, ICy=k(a,,Ky). (24) @ cable which has a small angle of atta€l, can be less, so that
i i . C¢=0.015-0.025. Knowing this and using Eg6) we can deter-
Having the right parts of Eq$23) and(24) equal, we will get e aop for that case and geto,=11-13 deg. It is not difficult

an equation for defining:,. Figure 2a) is a graphic representa- 1, show that for a round cable which has a diaméitte optimal

tion of the solution for the above defined equation. There are t"%bight-in-water if speed of towing is, is approximatelyg

families of curves= and k as functions ofx, . Different curves~ =(33-47p%d \,/vhereg Jisin N, v is’in m/s. andd is in rorﬁn
4 op 1 ) .

correspond to different values &f and different curves corre-  Here, and belowg is the complete weight-in-water of the cable.
spond to different values dfy, . Each intersection point deter- Each towing cable which does not bear an apparatus makes a
mines the value ofr,=a, at predetermined values @ and straight line. The angle between this line and the flow direction is
Ky . Figure Zb) represents a plot of the functions,,(C;) and called the critical angle. So the result we have now is that the
kop(Cy) for differentKy . If we know o, and k, we can define optimal added weight-in-water should make the critical angle

the corresponding;; andW and also the maximum valug using equal to the optimal_one; for a round _cable it. is 11._13 deg. In
the formula other words, by making the cable heavier, or lighter if necessary,

~ _ _ we can improve the capability of the towing system. For example,
7=[(1+C¢)sina,]/[Cs cosa,+ k(sina,+ Cs sina,)] we can reach a higher velocity of towing if the depth of the rear
(25) end does not vary.

which can be easily obtained from Ed40), (22), and(24). Example #1. Let us take a round cable wittb=d
Figure 3 shows the dependenganda,, of C; under different =0.025m, and leff=100,000N,v=5 m/s, C;,=1.8, andCq

values ofKy as a solid curve. The dotted curvesigalculated for =0.03; then C;=0.017. For thisC; we can definea oy

the situation when the deflection of the cable is accomplished by0.2015, and»=7.97, soY,,»,=1390 m, and to have this we

setting a deepening apparatus or concentrated weight on the meeed to have,,=24 N/m.

end of the cable. The dotted curve is created under the assumpFor comparison, let us calcula¥,,, for the same initial data

tions that Eq. Systert?2) is right, the apparatus forms only deep-but under the condition that cable deepening is accomplished by

ening force(i.e., its hydrodynamic resistance equals zeand the the special apparatus on its end. For that calculation, we can use
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the equilibrium formulas from Egorol3] which are appropriate Cin

for a weightless cable. If the hydrodynamic load is defined by Eq. C;.

(22) and the apparatus yields a force acting in the vertical direc- C,,

tion, the equilibrium formulas can be written as follows: C,.
-~ o~ C

Y.=T/r In[cot{ @ /2)|{sine. /[sina(1—C;)+C]}; X

L.=T/r cota {sina,/[sin aT(le:f)JrE:,]}; SXW

yw

and 27) d
- - F

e=In[cota/2)|{sina, /[sina,(1—Cy) +Crl} T

wherer=0.5Cxpv?b and «, is the angle of attack of the front f(Cé’(ﬁS)
cable end. (s)
Using Eq.(27) we can calculate that .= 0.05, 7,=2.79, and gg

opt

Y. ma=487 m. If the cable had weight-in-water not equal to zero,
the result would be even worse: fgr=13 N/m and the optimal E
weight on the cable end(, ,,,,=310m. So, using a distributed

load we can increas¥,,,, by 2.7 times. It is pertinent to remark Le
here that the “optimal” critical angle is not the best one for a R
practical use. If we increase the angle 3—-5 degreesY thaich Rln
can be reached will be, of course, less thap,, but only about ir
7-15 percent less, still much more thaf ., but L will be RZ“
lower by 26-40 percent. 2§
Example #2. As an example, let us calcula®, for the cable
with fairing with the following characteristicsC,=0.15, C¢ Sy
=0.05,C4=0.1 and therC;=0.5. Let the wings be rectangular T
with chordb,,=0.8 and\A,,=2 and have a profile like a circle W
arc with f=0.1. For a wing like this,aye=5, Ky=86.5, Y
Cyw(ang)=0.85, and Cy(ayg)=0.13. For C;=0.5 and Ky, Yo
=6.5, from Fig. 3 we can find thad,,=0.525=30 deg. Using v
Eq. (22) we define thatCy,(aqp) =0.05. From Eq(18) and put- ¢ max
ting a,= @y, we will get W=0.75. The value o, we can find v
now from Eg. (3) if we take into consideration thafF,, m
=\y(by)2. The result of calculations is th&,=17b; that is to o
say, the optimal distance between two neighboring wings should a"gf
be equal to 17 chords of the fairing. o KT
Conclusions aro
Qopt
(a) Optimal distribution of a deepening load is a uniform load. Qy

It means that wings should be located uniformly and a cable K
would be a straight line in water flow.

(b) Use of the distributed deepening load can be beneficial in A
comparison with a concentrated force applied at the end of the P

normal hydrodynamic coefficient of a fairing
tangent hydrodynamic coefficient of a fairing
normal hydrodynamic coefficient of a wing
tangent hydrodynamic coefficient of a wing
drag coefficient of the cable which is perpendicular
to water flow

drag coefficient of a wing

lift coefficient of a wing

diameter of a round cablgn)

wing plan aream?)

circle arc of a wing

ancillary function in Eq(23)

ancillary function in Eq.(8)

weight-in-water of the cable’s uni{ftN/m)

optimal amount of gN/m)

maximal aerodynamic efficiency of a wing
length of the cablém)

length of the cable with deepening apparatng
5C,pv2b (N/m)

normal force acting on a segment of the cafhlg
tangent force acting on a segment of the cable
normal force acting on a win¢N)

tangent force acting on a wingN)

coordinate of a point, i.e., the distance to this point
from front end along the cablgn)

distance between two nearest wings

tension in the cable at the front e)

Fu/bs,

depth of the rear end of the calie)

depth of the rear end of the cable with apparatus
(m)

maximal depth of the rear end of the cable with
apparatugm)

maximal depth of the rear end of the calyfe)
rigging angle of incidence

angle of maximal aerodynamic efficiency
angle of a fairing

angle of a fairing on its front end

angle of a fairing on its rear end

optimal angle of a fairing

angle of attack of a wing

CZTICZn

optimal amount ofk

indeterminate coefficient

mass density of watekg/n)

cable, in the case of a relatively poorly streamlined form of the n = optimization value

cable. In particular, a distributed load is right for a round cable. 7. = maximal amount of for the cable deepened by
(c) For each round cable with a certain diameter and strength, the apparatus

there is an optimal weight-in-water which ensures the maximum  7¢ = maximal amount ofy for the cable deepened by

depth of the rear cable end. The amount of the optimal weight-in- the distributed load

water depends on the tow speed. The optimal critical angle of any

round cable is 11-13 degrees. References
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Turbulent Mixing, Viscosity,
Diffusion, and Gravity in the
Formation of Cosmological
Structures: The Fluid Mechanics
of Dark Matter

Self-gravitational structure formation theory for astrophysics and cosmology is revised
using nonlinear fluid mechanics. Gibson’s 192000 theory balances fluid mechanical

C. H. Gibson forces with gravitational forces and density diffusion with gravitational diffusion at criti-
Professor, cal viscous, turbulent, magnetic, and diffusion length scales termed Schwarz scales. Con-
Departments of MAE and SI0, Center for densation and fragmentation occur for scales exceeding the largest Schwarz scale rather
Astrophysics and Space Sciences, than L, the length scale introduced by Jeans in his 1902 inviscid-linear-acoustic theory.
University of California at San Diego, The largest Schwarz scale is often larger or smaller thgn fErom the new theory, the
La Jolla, CA 92093-0411 inner-halo (10°*m) dark-matter of galaxies comprises10® fossil-L;-scale clumps of
e-mail, website: cgibson@ucsd.edu, 10* Earth-mass fossil-kscale planets called primordial fog particles (PFPs) con-
http://www-acs.ucsd.edu/~ir118 densed soon after the cooling transition from plasma to neutral gas, 300,000 years after

the Big Bang, with PFPs tidally disrupted from their clumps forming the interstellar
medium. PFPs explain Schild’s 1996 “rogue plaset .likely to be the missing mass” of

a quasar lens-galaxy, inferred from twinkling frequencies of the quasar mirages, giving
30 million planets per star. The non-baryonic dark matter is super-diffusive and frag-
ments at large kp scales to form massive outer-galaxy-halos. In the beginning of struc-
ture formation 30,000 years after the Big Bang, with photon viscosity valuet 5
X10?®*m?s71, the viscous Schwarz scale matched the horizon sdalg~L,<L;),
giving 1% kg proto-superclusters and finally ¥kg proto-galaxies. Non-baryonic fluid
diffusivities D~10?®m? s~ from galaxy-outer-haldL sp) scales(10?>m) measured in a
dense galaxy cluster by Tyson, J. A., and Fischer, P., 1995, “Measurement of the Mass
profile of Abell 1689,” Ap. J., 446, pp. L5858, indicate non-baryonic dark matter
particles must have small mags 10 3°kg) to avoid detection.

[S0098-220200)01504-2

Keywords: Turbulence, Mixing, Fluid Mechanics, Gravitational Instability, Cosmology,
Astrophysics

Introduction remaining 96% is truly exotic as an engineering fluid because it
Information about the early universe has been flooding in wi ha;(s:ethgn%h?r;s:y itr)lzzz\gotr)eozgjtl;itrrwlgss ,\;kc‘)asltt 'thetrhagte%rtheo\?’?ﬁg
spectacular resolution from bigger and better telescopes on eaj ' y . : . 9y
87 southern hemisphere supernova was radiated by a powerful

on high altitude balloons, and in space, covering spectral IOemn?sutrino blast wave that passed through the earth as though it

previously unobservable. The 1989 COsmic Background EXploreasn’t there, producing only a handful of collisions in great pools
(ffi%fiﬁflgaﬁvi?sdetgg i?t:zrstgjtg%rg%rgg ri\:resla?tecrotlr?(ra ﬁg?t Ii‘water and cleaning fluid buried under mountains in the northern
grap ' Y misphere that serve as neutrino detectors. Several neutrino spe-

B:QQI-\IALIJ t;)%rrettge g(ég“%ggggﬁfs%aﬂa ;(?5”;? g\,\? é:/%r;\?ggr;?a?_' i&s have been identified and some of their mass differences have
gas. P 9 bqen measured; so that presently, neutrinos are the only known

tres earlier than expecte’d from standard linear 'cosmologi%lrm of non-baryonic dark matter. Dozens of nonbaryonic par-
E;ge;ig tr\llj\iﬁg]f%r%g’egg&o]vl;gd?gnggx!\([r%\]{za]ﬁ dS Ill?ke[e?:é_lg% ticles have been proposed but none detected in a new discipline,
X ! ' ~aniermed astro-particle-physics, whose major goal is the solution of

However, the most remarkable conclusion from all these obser\é & non-baryonic dark matter problem. Gibs@} suggests that

) ; ; 5
tions of galaxies and galaxy clusters is that 99% or more of trﬁany aspects of the dark matter paradox of astrophysics and cos-

matter is not in stars but is in unknown "dark matter” forms, ology may be resolved by a better job of fluids engineering.

What is this dark matter? From measured ratios of the light el Jhen was the first turbulence? What was the viscosity? Won't the

ments(H, D, He, Li) and nucleosynthesis theory of the Big Bang, s y yswont
eakly collisional non-baryonic dark matter have a large diffusiv-

0 ) A
only 4% or less of the total mass in a *flat” universe can b ty that dominates and delays its gravitational instability, indepen-

ordinary “baryonic” matter that interacts by the strong force ent of its temperature and sound speed? Won't this render con-

comprised of protons and neutrons in atoms and plasmas. ﬂ?e%ts like cold and hot dark matter obsolete? Present cosmology

Commibuted by the Fluids Endineering Division f biication in oA relies on Jeans’s 1902 inviscid linear theory that reduces the prob-
ontributed by the Fluids Engineering Division for publication in NAL : ; ot
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionIem of structure formation by gravity to one of grawtatlonal

June 15, 1999; revised manuscript received June 12, 2000. Associate Technical agoustics. . . . o .
tor: S. Banerjee. In the following we review two theories of gravitational insta-
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bility. The linear acoustic Jeans theory is strongly modified by @f causal connection, whepgande are dissipation rates of tem-

nonlinear theory based on the mechanics of real fluids. Cosnperature and velocity variance that represent rates of entropy pro-

logical differences between the theories are discussed, and cauetion at the beginning of inflation.

parisons are made with observations. Finally, a summary and conAccording to the turbulent mixing theory of Gibs¢®0], con-

clusions are provided. stant density surfaces move with the local fluid velocity except for
their velocity —rDV?p/|V p| with respect to the fluid due to mo-
lecular diffusionD, wherer is a unit vector in the direction of the

Problems With Jeans's Theory density gradient. The scale of the smallest density fluctuation is
set by an equilibrium between this diffusion velocity D/L and the

Jeans's[10] theory of self-gravitational instability poorly de- cqnyection velocityyL at distances L away from points of maxi-
scribes this highly nonlinear phenomenon because its truncalgfl, and  minimum density, giving the Batchelor scale

momentum-mass equations and linear perturbation stability anabgz(D/y)l’z independent of the ratio B/D, where y is the

sis exclude turbulence, turbulent mixing, viscous, Coriolis aqgcal rate-of-strain and is the kinematic viscosity. This predic-

magnetic forces, and molecular and gravitational diffusivity. Iﬂ‘sn has been confirmed by measurements in air, water and mer-

fluid mechanics itis well knqwn that linear theories may give va ry for 0.02<Pr<700 and by numerical simulations at smaller
errors when applied to nonlinear processes. For example, negléct

of the inertial-vortex forces in the Navier Stokes equations giv €~2500 for 10.2$Pr$1‘ Gibson et al[21]. Even if gravita-
constant laminar flow velocity profiles that are independent jpnal condensation of mass were to take place on a sound wave
time and Reynolds number, contrary to observations that su¢Pv'Ng 1N a stationary fluid, it would immediately produce a
flows always become turbulent when the Reynolds number dxonacoustic den3|ty_maX|mum frqm the_ conservation of momen-
ceeds a critical value. It is argued by Gibg@11-1§ that the tum. Since the ambient condensing fluid is not moving, its mo-
dark matter paradox is one of several cosmological misconc%ﬁ_entum(zero) would immediately dominate the tiny momentum
tions resulting from the application of Jeans'’s instability criterio! e sound wave crest. . .
to the development of structure by gravitational forces in the ear{i%/G'bs.On [9] shows that gravitational fragmentation at a non-
universe. .coustlc.densnly minimum or pondensatlon on a non-acoustic den-
Jeans's[10] theory predicts only acoustic instabilities, wherely maximum is limited by viscous or tulr/lz)ulent forces at either
sound waves of wavelengthrequire a time\/Vs to propagate a the viscous Schwarz scales|=(y»/pG)™ or the turbulent
distance of one wavelength and gravitational response require§@warz scale &=:"%(pG)*, whichever is larger, where is
free fall time of (0G) Y2 with p the density,G Newton’s con- the viscous dissipation rate of the turbulence. For the super-
stant of gravitation, and/s the speed of sound. Sound wavedliffusive non-baryonic dark matter that constitutes most of mass
provide density nuclei for condensation and fragmentation f@f the universe, the diffusive Schwarz scalgpi[D%pG]Y*
wavelengths\=L ; by setting these two times equal to each othelimits instability. The criterion for gravitational instability at
so the Jeans criterion for gravitational instability of density pescalel is thusL=Lgy ma=max{Lsy,Lst.Lspl, where only vis-
turbations on scale L is£L;=Vs/(pG)'2 By the Jeans theory cous and turbulent forces are assumed to prevent instability in the
all density nuclei propagate with velocitys as sound waves. €arly universe(magnetic forces are negligihléor the baryonic
Waves withhA <L ; move away before gravity can act. matter, and kp sets the maximum scale for fragmentation of the
However, most density nuclei in natural fluids are nonacoustiapn-baryonic mattefy<[pG]*?). Because the universe is expand-
drifting with the local fluid speed)~0 rather thanVg. Such ing, the largest scale structures form by fragmentation, which is
density extrema generally result from turbulent scrambling efssisted by the expansion, rather than condensation which is re-
temperature and chemical species gradients, which produce dsisted.
sity fluctuationsdp/p much larger than acoustic levels. The refer- Lgp=[D%pG]"*is derived by setting the diffusion velocity D/L
ence pressure fluctuationsp for sound in air is 2 equal to the gravitational velocity(hG)Y2. The diffusivity D of a
X 10" %kg/m €, corresponding t&T/T of 6x 107 and fp/p of  gas is the particle collision length 1 times the particle velogity
1.4x107 1% Measurements by COBE of the cosmic microwavéf 1=L4, the particle is considered collisionless and more complex
background (CMB) show 8T/T is ~107 5. This small value methods are required using the collisionless Boltzmann equation
proves the primordial plasma was not strongly turbulent, but it &nd general relativity theory. Density perturbations in collisionless
large enough to make any acoustic interpretatieny., Hu[17])  species are subject to Landau damping, also termed collisionless
highly questionable. Maximum locafT/T~10"* values of 124 phase mixing or free streaming, Kolb and Turf{&q p. 351. The
dB mapped by the BOOMERanG telescofe Bernardis et al. free-streaming lengthdsis about 18*m for neutrinos assuming a
[18]) nearly match those for the 125 dB sonic threshold of paimeutrino mass of 10°°kg corresponding to that required for a flat
Because no local sources of sound existed in the hot plasiiverse, giving an effective diffusivity of 810**m?s™ ! from
epoch, viscous damping was strong with short viscous attenuatiogy, Thus if neutrinos are the missing non-baryonic mass and
lengths VA?/v, and because BOOMERanGT spectra show collisionless, they are irrelevant to structure formation until
small or nonexistent harmonic “sonic” peaks it seems likely that .=, at ~ 10° years. From observations anddit appears that
all 6T/T fluctuations measured are nonacoustic. The observ@@atever the non-baryonic fluid may be, its diffusivity D is too
spectral peak at subhorizon scalesll, is more likely a fossil of small for its particles to be collisionless but too large for them to
the first gravitational structure, Gibs¢8], nucleated by fossils of have the mass of any known particles besides neutrinos or they
Big Bang “turbulent” 6T mixing in the quantum gravitational would have been observed.
dynamics(QGD) epoch. QGD mixing is between a chaotic source |n the early universe, the sound spéégiwas large because of
of the space-time-energiand 6T) of the universe at the Planck the high temperatures, and horizon scale Reynolds numbers Re
temperatureT = (c°h/Gk?)"?~10* K, Planck length scale & ~c%/, were small because the viscosiywas large and was
=(hG/c®)*?~10 *m and Planck timép=(hG/c®)*?~10"**s  small. Therefore, k, and Ly were both smaller than,|giving
terminated by the strong force freeze-out temperatu@KL@t sub-Jeans-mass fragments in this period of time. From linear cos-
10~%s and 10" m, with inflation by a factor of 1% to the fossil mology, no such fragmentation is possible wita300,000 years
Planck scale ¥m and fossil strong force horizong=10?m  (10%s) in the plasma epoch following the Big Bang because
(see website http://www-acs.ucsd.edirL 18 for figureg. The in- L ;>L,=ct. No structures can form by causal processes on scales
termediate QGD “turbulence”sT spectrumk®¢r=Byxe Yk larger than |, because the speed of information transfer is limited
(not the Harrison-Zel'dovich spectrugiy~k %) is fossilized by by the speed of light c. Star formation is prevented by the Jeans
inflation (Guth[19]) stretching the fluctuations outside their scalesriterion until the Jeans mass;M(RT/pG)*?p decreases below a
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solar mass as the temperature of the universe decreases, butabigal universe structure. Such curve fitting is no longer required
requires~ 108 years contrary to recent observations showing ndft the Jeans criterion is abandoned in favor of the recommended
only stars but galaxies and galaxy clusters existed at the earli8shwarz length scale criteria.
times observable; that is, at times 10° years with redshiftz of
4 and larger. By the present nonlinear theory, viscous and turbu-
lent forces permit fragmentations beginning at about 30,000 yegrReory of Gravitational Instability
(t=10%s, z=4000 when decreasing dy values first match the
increasing horizon scaleylwith rate of strainy=1/t andv values
more than 1&m?s !, Gibson[11,17. At this time the horizon
mass l;°p equaled the Schwarz viscous masgMLg,°p at the .
observed supercluster mass of*élky, Kolb and Turnef5], the v
largest structure in the universe. Density as a function of time can ot
be computed from Einstein’s equations of general relativity as- - . 21 ) -
suming a flat universe with kinetic energy always just matchingherev is the velocity,B=p/p+v®/2 is the Bernoulli groupy
gravitational potential energy, Weinbetfl], Table 15.4. The X & is the inertial vortex forcew is the vorticity,F is the gravi-
horizon Reynolds numbec?t/v therefore was~150, near the tational forceF, is the viscous force, and the magnetic and other
turbulent transition value. forcesF,+ F¢. are assumed to be negligible. The gravitational
This enormous = 10°*m?s™* can be explained as due to phoforce per unit mas&,=—V ¢, where is the gravitational po-
ton collisions with electrons of the plasma of H and He ions biential in the expression
Thorzfs?n2 scattering, with  Thomson cross sectio=6.7 V24— 47pG @
X 10" “°*m“. Fluctuations of plasma velocity are smoothed by the
intense radiation since the ions remain closely coupled to the elét-a fluid of densityp. The density conservation equation in the
trons by electric forces. We can estimate the kinematic viscosiicinity of a density maximum or minimum is
v~lc=5x10°*m?s~ ! using a collision length of 10**m from
. . - ap .
I=1/o¢n, with number density of electrons about m~2 as- —+0-Vp= DeﬁVZP 3)
suming the baryorfordinary) matter density is 107 less than the at
critical density pc=10 kgm™3 at the time (pc=10"2% at where the effective diffusivityD o4
present, from Weinberg[1]. Between 30,000 years and 300,000 D.—D—L2 4
years during the plasma epoch of the universe the temperature eff™ g @
decreased from £Oto 3000 K, decreasing the viscosity for includes the molecular diffusivityp of the gas and a negative
the baryonic matter with its expansion gravitationally arrested gtavitational term depending on the distancellsy max from the
p=10 Y"kgm3, and decreasing the viscous Schwarz scajg L nonacoustic density nucleus and the gravitational free fall time
of condensation due to decreases in botnd y. The final frag- 74=(pG)~*% Turbulence is driven by X & forces.
mentation mass by this scenario is about?k@, the mass of a  For scales smaller than,lLgravitational effects on space-time
galaxy. As mentioned, the primordial plasma was not strongff€ described by Einstein's equations of general relativity
turbulent from CMB observations ofT/T~10°. If the flow G;=R;—g;jR=—(87G/cHT; (5)
were strongly turbulentsT/T values would be 3—4 orders of . o o
magnitude larger. Gravitational structure formation results in sup"€reR;; is the Ricci tensorR is its trace, a term\g;; on the
pression of turbulence by buoyancy forces within the structurd&ht has been set to zefthe cosmological constart introduced
Gibson[22]. by Einstein and Ia'ger dropped.has rgcently been resurre(’:ted in
Because the non-baryonic matter decouples from the fragmefiemPpts to reconcile observations with theor§ is Newton's
ing baryonic plasma by lack of collisional mechanisms whildravitational constantTy; is the energy-momentum tensqy; is
Lep=L,, it diffuses to fill the expanding proto-voids between thé"€ Metric tensor, and indicésndj are 0, 1, 2, and 3. The Ricci
proto-superclusters, proto-clusters, and proto-galaxies develo;i%"asqr was developed to account for curvature problems of non-

Gravitational condensation for scales smaller than the horizon
Ly in the early universe can be described by the Navier Stokes
equations of momentum conservation

=—VB+UX@+Fy+F,+FntFeg, 1)

; : o - -Elclidean geometry by Riemann and Christoffel and is formed by
?ourzgg'rtrr:ee e?\l/?;g;z E'Z?g‘ty SOL;pgp{;;s)(si;nsgogliea?é?%/lt?t;ggz; ?SHVIC ntracting Itl’]:_e I(l;ourth-order curxattljrtfat tefnsorhso thellt Einstein’s
10* less than the initial protogalactic baryonic density O?rawtatlona leld tensor fpon the e o (5) as only terms

17 e . X . inear in second derivatives or quadratic in first derivativeg;pf
10" -"kg m™° estimated in the present scenario, so galaxies NeMgleinberg[[1] p. 153. G; was adapted frorR;; to preserve Lor-
CP”apseg but eépanded slowly and sometimes merged. The dgRs; invariance and the equivalence of inertia and gravitation in
sity 10" “"kgm™* matches the density of globular star clustersnechanics and electromechanics. An expanding universe with
which is no coincidence since bofhand y at this time of first critical density monotonically decelerates and is called flat by its
fragmentation should be preserved as hydrodynamic fossils, Gfaathematical analogy to zero curvature geometry. Classical solu-
son [14,15. At some later time~10° y gravitational forces tions of the Einstein equations are given by standard cosmology
caused fragmentation of the non-baryonic matter gf 4cales to texts such as Weinberfll], Peebleg6], Kolb and Turner[5],
form halos of the evolving baryonic structures with galaxy t®admanabhafv], and Coleg23].
supercluster masses, as an effect rather than the cause. The homogeneous-isotropic Robertson-Walker metric describes

Because the Jeans criterion does not permit baryonic mattettiie universe after the Big Bang, where the cosmic scale factor
condense to form the observed structures, standard linear cosmagt) =R(t)/R(t,) gives the time evolution of spatial scales in
ogy requires “cold” non-baryonic dark mattlCDM) to con- “comoving” coordinatesx’ =x/a as the universe expands to the
dense early in the plasma epoch, forming gravitational potentiglesent timet,. Variations in curvature of space can result in
wells to guide the late collapse of the baryonic matter to formcausal changes of density for scales larger thanidocurvature
galaxies az~5 (~0.7x10°y). This is accomplished by assum-fluctuations may not grow after inflationary expansion beyond the
ing the weakly interacting massive particlddIMPs) have large horizon and reenter the horizon at a later time with the same
masses, about 16°kg, giving small sound velocities and smallamplitude, Kolb and Turnef{5] p. 238. Curvature fluctuations
Jeans CDM condensation masses in the galaxy mass range. Mjsow with the cosmological scal(t) at?® until they reenter the
tures of such “cold dark matter” with less massive “warm” andhorizon. Strain rates diverge at zero time and in proper coordi-
“hot” dark matter particles are used to match observations of theates the horizon expands faster tltan
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Jeang10] considered the problem of gravitational condensatiowherer . is the distance from which core material has fallen in
in a stagnant, inviscid gas with small perturbations of densityime t toward the core. The core mass chameis then
potential, pressure, and velocity so that the nonlinear ter)in M7= or3= M’ 0Gt2= M’ )2 pr(tr)2] (14
could be neglected along with all other terms exdept He as- =pre=M"pGt™=M"(to)(t/7g)" exq 2m(t/7g)"] (14)
sumed that the pressugeis a function only of the density. from (13) and(12).
Either the linear perturbation assumptions or this barotropic as-For M’ <0, the velocity of the rarefaction wave is limited by
sumption are sufficient to reduce the problem to one of acoustigge sound speeWs, but for M’'>0 velocities become large for
Details of the Jeans derivation and its corrections fréB) smallr according to(10). This may cause turbulence and inhibit
are given in Kolb and Turnef{5] pp. 342-344 and in most condensation at timessof order 74, depending on &, and Ls.
other standard textbooks on cosmology, so they will not be re-The viscous Schwarz scalgylis derived by setting the viscous
peated here. Diffusion terms are neglected in £}, and the force F\=pryL? at scalel equal to the gravitational forcg,
adiabatic sound speeds=(ap/dp)*” reflects an assumption that — g, 3,L3/L2, so
there are no variations in the equation of state. Cross differentia- '

tion with respect to space and time of the perturbed equations Lsv=(vy/pG)"? (15)

neglecting second order terms gives a wave equation for the d@fkere  is the rate of strain. Viscous forces overcome gravita-

sity perturbatiorp, tional forces for scales smaller thar,L The turbulent Schwarz
7%p, s scale gt is dzerizved by setting th% igertial vortex forces of turbu-
W—VSV p1=47Gpgp, (6) IenceF|:pV_L equal t3§g=Gp L%, sgbstltutlng the Kolmog-

orov expressiory = (eL)™* for the velocity at scalé.,
wherepg is the unperturbed density. The solutions(6f are of Ler=c12/(pG)%* (16)
the form ST P

. . . where e is the viscous dissipation rate of the turbulence. These
pa(r,t)=a(r,t)po=Aex —ik-r +iowt]pg (7)  two scales become equal when the inertial, viscous, and gravita-

which are sound waves of amplitude A for large-k, which tional forces coincide. The gravitational inertial viscous scale

obey a dispersion relation Lan=[2pG]¥* 17)

w?=V2Zk?— 47w Gp, (8) corresponds to this equality, whergl.=Lsp if D=1».
| §| We can compare these expressions with the Jeans scale
wherek= |k| and the critical wavenumber
Li=Vs/(pG)"*=[RT/pG]"*=[(p/p)IpG]"*  (18)

- 2\1/2
ky=(47Gpo/Vy) ©) in terms of the temperature and pressure. The two forms for the

has been interpreted as the criterion for gravitational instabilitfound velocityVs in (18) have led to the erroneous concepts of
Al solutions of (6) with wavelength larger than lare imaginary Pressure support and thermal support, since by the Jeans criterion
and are termed gravitationally unstable in linear cosmologiedigh temperature or pressure in a gas prevent the formation of
Only such modes are considered to be eligible for condensationstsucture. The length scalgd=[RT/pG]"? has the physical sig-
form structure. Void formation is very badly modeled by lineapificance of an initial fragmentation scale in a uniform gas based
cosmologies, and is not mentioned in standard treatments suctPBsthe ideal gas law=pRT, where decreases in density are
Kolb and Turnef5]. matched by rapid decreases in pressure so that the temperature
Consider the problem of gravitational instability for a nonfémains constant on scales less thanThus cooling occurs for
acoustic density nucleus of diameterand massM’=dpL3, L=Lic when the finite speed of sound limits the pressure adjust-
where L>L>Lgy max. FOr Scales smaller than;lthe pressure mentin such voids, so that fragmentation is accelerated by radia-
adjusts rapidly compared to the gravitational time=(pG)~ 2 tive heat transfer from the warmer surroundings. The length scale
For scales larger than the largest Schwarz scale b, fluid me-  Lns=[(P/0)/pG]** is a hydrostatic scale that arises if an isolated
chanical forces and molecular diffusion are negligible compardtob of gas approaches hydrostatic equilibrium, with zero pressure
to gravitational forces toward or away from the nucleus. Startiﬁflde' Neither |¢ nor Lys have any physical connection to
from rest, we see that the system is absolutely unstable to gral@ans’s theory. |k and Lsy are the initial gravitational fragmen-
tational condensation or void formation, depending on whethttion scales of the primordial gas to form PGCs and PFRs. L
M’ is positive or negative. appears at the final stages of primordial-fog-particle formation as
The radial velocity, will be negative or positive depending ontheir size, but as an effect of the formation not the cause.
the sign ofM’, and will increase linearly with time since the
gravitational acceleration at radiuérom the center of the nucleus

is constant with value-M’G/r?. Thus Cosmolog)‘/. . ) )
X The conditions of the primordial gas emerging from the plasma
vy =—M'Gt/r (10)  epoch are well specified. The composition is 75% hydrogen-1 and

25% helium-4 by mass, at a temperature of 3000 K. This gives a
dynamical viscosityu of 2.4x10 5 kgm 's ! by extrapolation
dM'/dt=—pv,47r2=M'pGtdm (11) of the mass averaged values for the components to 3000 K, so
the kinematic viscosity=u/p depends on the densipyassumed.
"the most likelyp for the baryonic gas is T¢7 kg m~3, the fossil-
density-turbulence value at the time'38 of first structure forma-
M’ (t)=|M’(to)|exd = 2mpGt2]=|M’(to)|exd + 2m(t/75)?]  tion, with fossil-vorticity-turbulencey~ 10 2571 We find Lgy
(12) =(vy/pG)*=6x10°m and Ms=Ls,*p=2x10""kg as the
most likely mass of the first gravitationally condensing objects of
whereM’(t,) is the initial mass of the density nucleus. For conthe universe, termed primordial fog particles or PFPs. With this
densation the only place where the density changes appreciablgésisity the gravitational time,=(pG) 2 is 4x10"s, or 1.3

shows the mass flux

into or away from the nucleus is constant with radius. Integrati
(11) gives two solutions

at the core. We can define the core radigyss million years. However, the time required for the voids to isolate
) o2 the individual PFPs should be much less since the speed of void
re=—v, t=M'Gt/rc, (13)  poundaries represent rarefaction waves, and may thus approach
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the sound speed/s=3Xx10°ms !, giving an isolation time =10 %kg corresponding to the neutrino mass required to pro-

Ley/Vs=2X10"s, or 700 years. The viscous dissipation rate duce a flat universe. If the particles are nearly relativistic, | is 7
’ ) 9 —10-35m2

=1y?=2x10"2m?s 3. The range of estimated PFP masses fof 10®m ando=10"*m?.

various densities and turbulence level€*t® 10?%kg includes the

Earth-mass of 6.810°. Kolmogorov and Batchelor scalesConCILISIonS
Le=Lg=1.4x102m. The Jeans length j.determines the formation of Jeans-mass-

Thus the entire baryonic universe of hydrogen and helium gB$Cs (Proto-Globular-star-Clustels but it overestimates the
rapidly turned to PGC clumps of fog as the cooling plasma unffinimum mass of baryonic fragmentation by 2—5 orders of mag-
verse neutralized, with resulting primordial fog particle massd¥tude during the plasma epoch when proto-supercluster to proto-
near that of the earth, separated by distances abotftri0 galaxy objects were formed, and by 12 orders of magnitude in the

(10° AU). These PFPs constitute the basic materials of constr ot gas epoch for PFP(zPrimordiaI-Fog-Par_ticIe_)s In the cold,

tion for everything else. Those that have failed to accrete to s Fnse, turbulent molecular CIOUdS.Of galactic disks where modern
mass, and this should be about 97%, constitute the baryonic d3f#'S condense, the Jeans mass is generally smaller than the tur-
matter. The mass of the inner halos of galaxies should be do plent Schwarz mass by an order of magnitude, and is therefore

nated by the mass of such PFPs, since the non-baryonic compgievant. The Gibsori11-1§ hydro-gravitational criteria are
nent diffuses to kp scales that are much larger. ecommended instead of Jeans's; that is,>Llsy max
=maXLgy,LsT,Lsp], Where structure formation occurs at scales

L larger than the largest Schwarz scale.
According to the new theory, gravitational structure formation

Quasars are the most luminous objects in the sky. They a‘{pethe universe began in the plasma epoch at a time about 30,000

generally thought to represent black holes in cores of cannipars after the Big Bang with the formation of proto-supercluster-

laxi n earl f their formation when thev wer iHQ'dS anc_l proto-superclusters in the ba_lryonic component, trig-
galaxies at an early stage of their formatio en they were red by inflated fossil “turbulence” density fluctuations from the

gesting other galaxies, one or two billion years after the Big Ban e 35 :
Quasar microlensing occurs when a galaxy is precisely on our lifgP €poch (<10 *°s). The fragmentation mass decreased to
t of a proto-galaxy by the time of plasma neutralization at

of sight to the quasar, so that it acts as a gravitational lens. T . -
quasar image is split into two or more mirage-like images which?0,000 years. Immediately after atoms formed, the baryonic

twinkle at frequencies determined by the mass of the objects mdi@gmentation mass decreased to that of a small planet and the
ing up the lens galaxy. Schil@4] reports the results of a 15 yearUniverse of neutral primordial hydrogen and helium gas turned to
study of the brightness fluctuations of the two images of the Qgf@d Within L, scale PGCs. Some of these primordial fog particles
Q0957+561 A,B gravitational lens, amounting to over 1000'aV€ @ggregated to form stars and everything else, but most are
nights of observations. The time delay of 1.1 years was det&lQW frozen as rogue planets and sequestered in c_Iur_nqs within
mined to subtract out any intrinsic quasar variability. The domPGC clumps as the dominant form of dark matter withif't0
nant microlensing mass was shown by frequency analysis to %9 kP9 galaxy-inner-halos. Many PFPs have probably been dis-

Observations

6.3 10%*kg, close to the primordial fog particle mass estimateftpted from their PGCs by tidal forces to form the dominant in-

above and by Gibsol®]. Three observatories have since indepe
dently reported the same time delay and microlensing signals
this lensed quasar. Thus it is an observational fact that the mas
at least one galaxy is dominated by planetary mass objects,
3% 10’ planets per star. Star-microlensing searches for planet

mass MACHOs(massive compact halo objektsave failed be- ©
cause PFPs are sequestered in PGC clumps, and have highly?
termittent lognormal particle density distributions as a result

fderstellar mass component of galaxy disks and galaxy cores. The
n-baryonic part of the universe does not drive the formation of

ggfyonic structures even though it is more massive, but is instead

witiiven by them. It is highly diffusive from its small collision cross
tiono, and diffuses to large dy scales near #8m to form the

ter halos of isolated galaxies and galaxy cluster halos in re-
ppnse to these large baryonic structures. Indicatedlues near
30 3°m? are reasonable for small particles like neutrinos, dut

their nonlinear self-similar gravitational accretion cascades ©Mp(GM/r)*%pD~10"2*m? indicated for more massive non-

form larger objects and ultimately stars, Gibson and SdHif.

baryonic candidates like 16°kg neutralinos are much larger

Planetary nebuldPN) appear when ordinary stars are in a hothan theoreticalbr~10*6 values or recenr<10"*>m? values
dying stage on their way to becoming white dwarfs. Strong stellaxcluded by observations using sensitive WIMP detectDerk
winds and intense radiation from the central star should caul&tter 2000 Conference, Marina del Rey, February 2000

ambient PFPs to reevaporate and reveal themselves. Hubble Space

Telescope observations of the nearest planetary nebula Heljgmenclature

(NGC 7293, by ODell and Handron[26], show a halo of
>6500~10%kg “cometary knots” with tails pointing away
from hot central star like “comets brought out of cold storage.” a(t)
Thousands of PFP-like “particles” also appear in HST photo- ©
graphs(PRC97-29, 9/18/970f the recurring Nova T Pyxidis by
M. Shara, R. Williams, and R. Gilmozzi, and as radial “comets”
in recent HST photographs of the Eskimo RNGC 2392, A.
Fructer et al., PRC00-07, 1/24/00

Tyson and Fische25] report the first mass profile of a dense v
galaxy cluster Abel 1689 from tomographic inversion of 6000 Kg
gravitational arcs of 4000 background galaxies. The mass of the h
cluster is 18°kg, with density 5<10 ?*kgm~3. From the re- |
ported mass contours the cluster halo thickness is about 6 ly
X 107 m. Setting this size equal togk=[D% pG]Y¥* gives a dif- Lg
fusivity D=2%x10®m?s" !, more than a trillion times larger Lsgy
than that of any baryonic gas component. A virial particle velocity Lgr

Mo O

v=(GM/r)¥?=33x10° ms* with mean collision distance Lgp
|=D/v=6X10"m=m,/poc gives a collision cross section Ly
o=m,(GM/r)"4pD=10"*"m? taking a particle massm, L,
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astronomical unitsolar distancg 1.4960< 10" m
cosmological scale factor as a function of time t
speed of light, 2.99791 ms™*

molecular diffusivity of density, rhs™*

viscous dissipation rate, 783

Newton’s gravitational constant,

6.7x10 M mikg ts 2

rate of strain, st

Boltzmann’s constant, 1.3810 22J K1

Planck’s constant, 2 1.05< 10" 3*kg n?s™!
collision length, m

light year, 9.46X 10"°m
gravitational-inertial-viscous scalgy?/pG
viscous Schwarz scaléyy/pG)*?
turbulent Schwarz scale?%(pG)%*
diffusive Schwarz scale, (IpG)**
Hubble or horizon scale of causal connection, ct
Jeans scale, M(pG)*/?
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N = wavelength, m [11] Gibson, C. H., 1997, “Dark matter at viscous-gravitational Schwarz scales:

m. = . — 27 theory and observations,Dark Matter in Astro- and Particle Physicél. V.
M P _ proton mass, 1 6%160 kg Klapdor-Kleingrothaus and Y. Ramachers, eds., World Scientific, New Jersey,
sun = solar mass, 1.991 ':9 pp. 409-416, astro-ph/9904284.
Meath = earth mass, 5.9%107 kg [12] Gibson, C. H., 1997, “Dark matter formation at Schwarz scales: primordial
v = kinematic viscosity, rhs1 fog particles and WIMP superhalosThe Identification of Dark MattemNeil
pc = pars, 3.0856 10 m J. C. Spooner, ed., World Scientific, New Jersey, pp. 114-119, astro-ph/

9904283.
[13] Gibson, C. H., 1998, A fluid mechanical explanation of dark mageurces
and detection of dark matter in the univer&ine, D. B., ed., Elsevier, North-

R = gas constant, Az 2K !
R(t) = cosmological scalea(t)=R(t)/R(tg)

—_ B ~3
p = de_r_13|ty, kgm _ Holland, pp. 409—411, astro-ph/9904317.
pc = critical density, 10 26 kg m~3 at present for flat uni- [14] Gibson, C. H., 2000, “Turbulence and diffusion: fossil turbulencEricyclo-
verse pedia of Ocean Scienc&teele, Thorpe, and Terekian, eds., to be published,
o = collision cross section, fn astro-ph/0003147.

[15] Gibson, C. H., 2000, “Primordial viscosity, diffusivity, Reynolds numbers,

_ i —29 2
o7 = Thomson cross section, 6.65240 m sound and turbulence at the onset of gravitational structure formation,” astro-

t = time since Big Bang

ph/9911264.
to = present time, 4.8 10's [16] Gibson, C. H., and Schild, R. E., 2000, “Quasar-microlensing versus star-
T = temperature, K microlensing evidence of small-planetary-mass objects as the dominant inner-
VS = sound speed, m*é halo galactic dark matter,” astro-ph/9904362.
7 = redshift=)\/)\o— 1 [17] g:o Wayne, 2000, “Ringing in the new cosmology,” Natur94, pp. 939—
[18] de Bernardis, P., et al., 2000, “A flat Universe from high-resolution maps of
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